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Abstract. In recent publications of the author, the phenomenon
of over-convergence was discovered, and a spectral method has
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Fourier series for smooth functions. On this basis, a certain para-
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1 Introduction

1.1 Acceleration of convergence of Fourier series

One of the classical tools of mathematics is the apparatus of Fourier se-
ries based on the orthogonal system {e™*} k= 0,41,42,..., complete in
Ls[—1,1]. However, in practice, it is extremely limited because of the poor
approximation of piece-wise smooth functions. Thus, in the case where a
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function has discontinuity points (taking also into account discontinuities at
the ends of the interval [—1,1]), an intense oscillation arises in their neigh-
borhood, and the uniform convergence is absent (the Gibbs phenomenon).
Even at the dawn of twentieth century, A.N. Krylov ([1], 1907) proposed the
following approach.

Let a piece-wise smooth function f be given on the segment [—1, 1] with
the Fourier coefficients {fs},s =0,£1,...,£n, n > 1, and with the follow-
ing jumps of the function f or its derivatives up to the order ¢ > 1 at the
points {ax}, 1< a1 < <a, =1, 1 <m < oc:

Apr = [Map = 0) = [Py +0), Apy = FO(=1) = fP (1),
k=0,1,....,¢>0,p=1,...,m. (1)

In the neighborhoods of other points, we assume that f € C%"!. Let us
construct a function g = g(z), * € [—1,1] with Fourier coefficients {g,},
0 < |s| < n, which has the same jumps at the same points, and g € C¢*?
at the neighborhoods of other points. With jumps (1) in hand, one can
construct, e.g., piecewise-polynomial g. As a result, 2-periodic extension of
the function F' = (f — g) is ¢ times continuously differentiable on the whole
axis, and, therefore, it is possible to approximate f in the form

n

f(x) = fal) = g(x) + Y (fo = g5)e™ (2)

S=—n

with the asymptotic error r,(z) = o(n™%) as n — oo for z € [—1,1]. How-
ever, computing the jumps {Ag(f)} directly by the function f seriously
limits the scope of practical application of Krylov’s method.

It was only at the end of 19th century that Knut Eckhoff (2], 1993)
managed to find approximate values for this jumps solving the following
system of linear equations with the Vandermonde matrix by choosing the
indexes s = s, k=1,2,....m(qg+ 1), 0n < |sx] <n, 0 <0 = const < 1:

m q

1 —i TS a A ok
f8:_§ze : ZW? 8§ = 81,525 .-+ Sm(g+1)- (3)

p=1 k=0

The use of only the Fourier coefficients allowed this “spectral” approach
to effectively restore the function f using Bernoulli polynomials as a g. This
polynomials can be calculated recursively

Bo(z) =1, Bg(z) = /Bkl(:v) de, x€[-1,1], (4)

where the constant of integration is defined by the relation fjl Bi(z)dz = 0.
The Fourier coefficients {by s}, s € Z, of polynomial By (z) have the following
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simple form

(1, s=0, k=0;
0, s=0, k=1,2,...;
bps = (=1)** (5)
: A N 0, k=1,2,...;
(2(ims)*) s
L0, s#0, k=0.

It is natural to call this approach KE-method. Unfortunately, it also has
some disadvantages. First, for n >> 1, the approximate definition of the
jumps {A,x} (see (3)) predetermines a perceptible error, and second, the
representation of the function by polynomials leads to an accumulation of
errors and, ultimately, to a loss of stability.

Over the past three decades, in numerous works devoted to the scheme
of the KE-method, not only polynomials were used as a function g when
gs # 0 for all s. Here we will not dwell even on a brief review since, as far
as we know, the approach proposed below has not been used before. Those
who wish can fill this gap, for example, in [2-11] and references therein.

1.2 Over-convergence phenomenon

In [3] (2004), for a smooth function f, a combination of the KF-method and
a para-diagonal Padé approximant was realized. As a result of a number
numerical experiments, it turned out that, as a rule, such an algorithm is
“almost exact” on a certain infinite-dimensional space, although only a finite
number of Fourier coefficients and almost exact jumps of f were used.

In [4], a similar situation was numerically confirmed for Fourier-Bessel
series. Finally, a corresponding scheme was proposed in [5,8] for using similar
phenomena for the eigenfunctions expansion of boundary value problems for
ordinary differential equations on a finite segment.

In the case of a Fourier series, in papers [6] and [7], asymptotic errors
were studied in terms of jumps (1) of a smooth function f. In [6], asymptotic
estimates of approximation error is represented. In [7], the exact constant
of the asymptotic error was estimated depending on the choice of integers
§ = 51,52, ..., Sm(g+1) I equation (3).

However, the results of numerical experiments can only serve as a basis
for a hypothesis about the super-accuracy of summation truncated Fourier
series in some infinite-dimensional spaces. The theoretical substantiation of
this hypothesis (about the existence of “phenomenon of over-convergence”)
was obtained and applied in the case of Fourier series quite recently in [9-
12]. In [13], a similar phenomenon was established in a discrete case when
the convergence of a finite Fourier series was accelerated.

Based on these results, two more efficient algorithms for the smooth
function f are proposed, analyzed and numerically implemented below.
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2 Some fast summation algorithms

We begin by presenting the basic constructions and formulas of the papers
[9-12] that will be needed later.

2.1 Definitions

The classical definition of the partial sums of a Fourier series is focused on
the traditional forms of summation. It is convenient for us to use a more
general notation (see [9]).

Definition 1 We call any sum of the form

Sn(x) et Z frexp(imkz), x¢€[-1,1], (6)

k€D,

the truncated Fourier series, where

1
fs= %/1 f(x)e "™ dx, scZ (7)

are Fourier coefficients of f, and D, = {dy}, k = 1,...,n, is a set of n
different integers (n > 1).

Definition 2 Let n > 1 be a fized integer. Consider a system of functions
U, ={expim \ex)}, \p € C, z € [-1,1], k = 1,2,...,n, where {\;} are
arbitrary parameters. Consider the linear span @, = span{U,}. We call a
function q € Q),, as a quasi-polynomial of degree at most n.

Note that A~ (exp(im (A\x + h) ) — exp(im Ay x)) — imwexp(im, )
as h — 0. Therefore, it is clear that ¢ € @, if and only if either g(x) = 0
or q(x) = >, P (x) exp(im A, x), where the polynomials Ps, (z) # 0 are
of degree exactly fi, and m = ), (1 + ;) < n. The number m will be
understood below as the degree of the quasi-polynomial q.

Remark 1 Quasi-polynomials and their degrees are invariant under shifts
of the arqgument. The same is preserved when multiplying a quasi-polynomial
by a function exp(ax), a = const € C. When multiplying two quasi-
polynomials of a general form, a quasi-polynomial of a higher degree than
each of the factors is obtained, as a rule.



ACCELERATION OF CONVERGENCE

2.2 Basic parametric biorthogonal system

Let m > 1 be an integer and D,, be a set of m integers. For r € D,,,
consider a set of m non-integer parameters {\,} C C, k € D,,, and the
infinite sequence (for details, see [9] and [11])

def . s—p r—Aj
trs = (-1 5 Dm; 7. 8
ey [ ] e se 0
p€£m ]eDm
pET

Here the products L.(s) = [[pen,. (s — p)/(r — p) are analogues of the well-
pFT

known Lagrange basis for polynomial interpolation because L,.(s) = 6,5,
r,s € D,,. Note also that ¢, = O(1/s), s — oo.

Remark 2 We emphasize that formula (8) does not depend on the number-
ing of parameters {\}. This numbering is provided for convenience.

Considering that some parameters {\} can be repeated, (8) can be writ-
ten as

_ A\
b= L2 I (25) 0 rebuses
JEDm, J

T“ —_—
PEDm p
p#ET

where D,y,, C Dy, {n,} are corresponding positive integers, and ZjeDml n; =

m, A\p # A\g if p # q. Let us call the number n; the multiplicity of the pa-
rameter \;.

Further, we denote (z € [—1,1])

T.(x) et exp(imrax) + Z trsexp(imsx), 1€ Dy,
$E Dy,
f@) = Fu(e) € 3" £T0(@), Bu(a) € f0) = Fu(x).  (10)
r€Dm

It is obvious that system {7, (z),1/2exp(imrz)}, r € D, is biorthogonal
on the segment x € [—1, 1] and Le-error of approximation f(z) ~ F,,(z) can
be derived from the formula

HRm”2 = Z 1fs — Z frtr,SH2- (11)

sZDm r€Dm

2.3 Explicit form of the system {7}

2.3.1 Basic formulas

The following obvious formula (A € C, z € [—1,1])

oo

exp(imAz) = Z since(m (s — A)) exp(imsz), (12)

S=—00
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where sinc(z) = sin(z)/z, sinc(0) = 1, z € C, will play a key role in the
below.

Consider the following quasi-polynomials associated with formula (12)
and sequence (9)

def ,L’Q—k dk—l
- k—1(1. _ E—1
2mk=1(k —1)! d A

Aj () (csc(mA;) exp(imAjx)) =

o0

S=—00

Theorem 1 [9,10]. Suppose the sequence (9) is given. Then the corre-
sponding functions {T,.} € Q., have the following explicit form

T.(z) = Z chmyk Ajp(z), 7€ Dy, xel[-1,1] (14)

JE€Dm k=1
where
(1" (1) Tyep,, (= M) am—t [ Thepa( =)
2(n; — k)! Tlpen,(r —p) d)\?jik HpeDm1 (Aj = Ap)m
pFT p#j

(15)

Crjk =

Comparing (14) with (12), we arrive at the conclusion that the system
{T,} consists from a linear combination of functions {pg(x)exp(im Ay x)},
where {p;} are polynomials. Thus, each T, is a quasi-polynomial.

2.3.2 Traditional scheme

Here we have in mind approximation (10) with preassigned non-integer pa-
rameters {\,} (see [9]). In this case, we are actually dealing with a KE-like
method if m = 1 (see Section 1.1), but without solving the equation (3).
Therefore, it can be said that this approach to the acceleration of conver-
gence for Fourier series is completely spectral and does not use even approx-
imate jumps of the function. In [8], this algorithm was called “universal”.

2.3.3 Adaptive scheme

The adaptive algorithm is based on the finding parameters {\;} for each
function f separately according to its Fourier coefficients.

Let us describe the main idea of this approach. Together with the given
set D,, and parameters{\,}, ¢ € Dy, in symbolic form, we choose a new set
of integers D,, = {dy}, k=1,...,m, D,, N D,, = 0. Consider the following
truncated Fourier series

Som(z) = Z frexp(imkz), xe[-1,1]. (16)

kEDmUDm,
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To determine the parameters {\;}; ¢ € D, we additionally use Fourier
coefficients { fs}, s € D,,, and solve the following system of equations by the
least squares method

fs - Z frtr,s - 0, ERS Dm (17)

r€Dm,

regarding parameters {\,}. Note that equation (16) is essentially nonlinear.
This approach actually optimizes the choice of parameters {\,} for func-
tion f since it means minimizing the error corresponding to the set D,, in
formula (11). Note that it is possible to choose a set D,,,, m; > m instead
(see Remark 3 in [9]).
The system {7} from (14) is used to approximate f by F, (see (11)).

2.4 Over-convergence phenomenon

The adaptive approximation is based on the Algorithm 2 from [9, 11]. On
its basis, the following theoretical result is obtained.

Theorem 2 (The phenomenon of the over-convergence [9, 10]) Let
f € Qu (see Definition 2), the sets D,,, f)m, DnﬂDm = () and the Fourier co-
efficients {f,}, s € Dy UD,,, of the function f be given. Denote by A the set
of integer parameters in the approzimation (7) f ~ %", Py, () exp(i 7 pug x).
In order for the approximation by Algorithm 2 to be exact (that is, f(x) =
Fn(x), x € [-1,1]), it is necessary and sufficient that A C D, U D,,.

It is now natural to formulate the following definition of the acceleration
of the convergence of a truncated Fourier series (see [9]).

Definition 3 Let f € Ly|—1,1], the sets D,,, D, and the Fourier coeffi-
cients {fs}, s € D;, U D, of the f be given. Applying Algorithm U, we
get parameters {\;}, k € D,,. By accelerating the convergence of truncated
Fourier series (15), we define the approximation F,, from (10).

Remark 3 There are no Fourier coefficients {f,}, r € Dy, in formula (10)
for F,,. These coefficients are used in (16) to an “optimal” choice of param-
eters {\i}, k € Dp,.

3 The updated scheme of approximation

3.1 Analysis of approximation (10)

Practical applications of approximation (10) have generally shown consistent
performance. However, in some particular cases, numerical experiments have
revealed a number of its shortcomings. Let us take a look at the main ones.
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3.1.1 Traditional scheme

As the number of available m Fourier coefficients of the function f increases,
the implementation of formulas in Section 2.2 leads to some computational
problems. In particular, the number of arithmetic operations increases, and
accordingly, more errors accumulate.

In addition, there are some problems with the practical choice of pa-
rameters depending on m. For example, one has to constantly control that
the values of {\;} are not “too close” to integers. Otherwise, the algorithm
sometimes encounters type 0/0 indeterminacy and aborts.

3.1.2 Adaptive scheme

Problems listed above are much more difficult here since the solution of
equation (16) by Algorithm 2( is added (see [9, 11]).

Unfortunately, there is also an obvious omission. The fact is that if
f ¢ Q., then at the first stage of applying the above Algorithm 2, the
matrix of corresponding system can be degenerate. Then it is necessary to
take into account the occurrence of corresponding discrepancy (see Remark
2 below).

Finally, it turns out that the occurrence of the above-mentioned uncer-
tainties of type 0/0 is associated with insufficient justification for the gen-
eralization of formulas (8)—(14) for the case of having integer parameters in
{Ax} (see Section 2.2 in [11]). As a result, it turns out that in Theorem 2,
only the necessity of the last condition was proved.

3.2 Proposed approach

Below we propose a more general and practically more flexible scheme for
the above (see Section 2) nonlinear spectral acceleration of convergence of
Fourier series. In particular, the proof of Theorem 2 becomes complete.

3.2.1 Convergence acceleration formulas

The idea of the new approach is to use approximation (10) in the presence
of 2m Fourier coefficients of f, taking into account the corresponding dis-
crepancy. For a given partial sum S,(z) (see (6)), here we consider a more
flexible scheme for restoring function f.

Now from D,,, we choose two sets D,, and D,, (D N D,, = 0) of m
different integers (m < n/2). Denote Qp,,, = Dy, \ (D, U D,,) and consider
the following modifications of the approximation F,, (see Section 2.2).

In the case of traditional scheme,

[ Fan(z) = Z () + Z (fs — Z Jrtrs) exp(imsa).(18)

7€DmUDy, S€Qm,n r€DmUDy,
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Remark 4 We emphasize that in order to implement approximation (18)
for segment (17) of the Fourier series, no equations need to be solved: you
just need to choose 2m complex numbers (see Section 2.3.2).

In the case of adaptive scheme,

foFpale) =Y [T+ Y (fi= D fitrs)explinsz). (19)

r€Dm SGDn\Dm r€Dm

We have the error R,,, = f — F,,. Now in both cases above, the
Lo-errors of these approximations take the form

HRm,n”2 = Z 1fs — Z frtr,8H2

s¢€Dny, reDyp

provided that f € Ly, where p = 2m for the traditional algorithm and p = m
for the adaptive one.

Remark 5 In the case of even n, n = 2m, from (19), we have

Frm(@) =Y T(x)+ Y (fo= D frtrs): (20)

r€Dm, $€D2,\ D, r€Dm

The first term on the right corresponds to approzimation (10), and the second
term corrects the discrepancy (see Section 3.1.2 above).

Above approximations was proposed earlier (see [9], Remark 3), but were
not implemented numerically. Such an approzimation has already been suc-
cessfully applied in the discrete case for a finite Fourier series (see [13],

formula (26)).

3.2.2 Eigen-parameters of smooth functions

Definition 4 In the case of an adaptive algorithm, we denote by A, . (f)
the set of m parameters {\;}, k € D,, corresponding to approximation (19)
for function f. In what follows, Ay, (f) will be called eigen-parameters of

f.

Remark 6 These parameters have been earlier used in [3] based on the so-
lution of equation (3). It was noted that the right-hand side of (3) is a part of
a power series concerning t = 1/s, s — 00, and therefore, the para-diagonal
Padé approximants can be applied (see Section 1.2). The zeros of denomi-
nators in these approximations actually plaid the role of eigen-parameters of
the desired function f.
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The adaptability of approximation (19) for each function f (more pre-
cisely, for its given Fourier coefficients {f.}, r € D,,) lies in the use of this
set of eigen-parameters. We emphasize that in practice, the set A, (f)
depends not only on f, m and n, but also on the accuracy of setting the
Fourier coefficients { f;} as well as on the properties of computational tools
used in the realization of Algorithm 2. For details, see Section 4.4.4 below.

We can say that the application of adaptive algorithm means the ex-
pansion of function f in terms of quasi-polynomials (19) using its own
biorthogonal system {T.(z),1/2exp(i pirx)}, r € D,,.

Remark 7 The KE-method (see Section 1.1) is already one of the classical
ones, and here we call traditional one of its analogs without solving equation
(8). Although this algorithm also adapts to the function f through its Fourier
coefficients {fy}, the adaptation using eigen-parameters is much efficient
(see Section 4 below) and is more “personal” for f. That is why we call
such an algorithm (scheme, method, approximation, summation) adaptive.

3.2.3 An asymptotic formula for Fourier coefficients

Let f(z) € CT'[~1,1] and f@(x) € Ly[—1,1]. Asymptotic of the Fourier
coefficients { fs} corresponding to the given parameters {\;} has the form
(see Section 2.4 in [11])

()P

T om [T, (s — M

7t rq(s), (21)

where

R SR e T T, (D, — imhy) £(t) dt

e 27 [[iey (5 = M) ’
and P,_(s) is a corresponding polynomial of order at most (¢ — 1) whose
coefficients depend on the jumps of function f and its derivatives at the
ends of the segment [—1,1] (see (1)). The symbol D; means differentiation
by t. It can be seen that for [[i_, ((D; —imAx) f(t) = 0 (that is, when f is
a quasi-polynomial), 7,(s) = 0 for all s.
The remainder can also be exactly represented as

(=) [ (g e f O (x)) e da
N 2m0 [ To_, (s — ) ’
co=1, e=(=D" Y AN

1 <ip<-<ip

The integrals in the numerator containing f% k = 1,...,q, are of the
order O(s™1), s — co. From here,

P G A T B G A K
To2m il (5 M) 2454

(14+0(s7).  (22)
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3.2.4 New initial constructions

Let P,,(2), z € C, be a polynomial
Pul2) =D . an=10a€C k=0,...,m—1, (23)
k=0

and {A\r}, k € D,,, be the set of its zeros. Then formula (8) can sometimes

be represented in a form that is more convenient for us (see Section 3.5
below)

def _ s—=p\ Pu(r)
trs < (=1 ( ] . r€D,, scl 24
( ) <p€DmT_p ) Pm(s) ( )

p#T

For the rest, we will use the results of Sections 2.3 and 3.2.1. This
approach is not a formal procedure since it contributes to a reduction in the
complexity of implemented algorithms (see Remark 7 below.)

3.3 The case of integer parameters in (8)

Is it possible to allow the presence of integer parameters in formula (8)7
First of all, the answer to this question is important since such a case can
happen when solving equation (16). No less important is the fact that it
would be natural to include in our scheme the entire set of quasi-polynomials
Qum (see Definition 2 above).

This case was studied in [11] but the corresponding recommendations
were not enough (see Section 3.1.2 above). Below there is a different ap-
proach that makes the situation clearer.

3.3.1 Some heuristic considerations for the adaptive case

The simplest quasi-polynomial is Euler's exponential p(z) = exp(imAx),
x € [—1,1], A € C. If X is not an integer, all its Fourier coefficients {ps} are
nonzero (see (12)). Therefore, you can “feel”, “see” this function having only
some two of its Fourier coefficients (see an example in Section 4.2 of [9]).

A completely different situation arises in the case of integer A\ (that is,
in the case when \ is an eigenvalue of the orthogonal Fourier system). Here
we can “feel” the presence of p(z) only when we have its Fourier coefficient
gy since the rest of its coefficients are zero.

The meaning of Theorem 2 is that a similar situation holds for any quasi-
polynomial ¢(z) € @, (see Definition 2). Let eigen-parameters {A;} be
given in symbolic form. Consider formula (9) in Remark 2, which takes into

11



12 A. NERSESSIAN

account the multiplicity of parameters

trs = (1" ] S ( ) , T €D, sel

PEDm r=p JED,
p#T

Let now for a j = q € D,,, A\; be an integer. Then we see that with r # ¢ in
this formula, we can reduce the fraction, and instead of m, we actually have
(m — 1), while instead of n,, we have (n, — 1).

With r» = ¢, we have ¢, = 0 for all s # ¢, which means a Fourier ex-
ponent T,(x) = exp(imA;x). For n, = 1, we have solved the problem of
admitting an integer parameter to the adaptive algorithm scheme simulta-
neously reducing the number of operations in the construction of system
{T(a). r & g}, ~

In the case j = q € D,,, it would seem that the situation is different, and
it is necessary to look for other ways. But taking into account formula (15)
in Theorem 1, we see that similar reductions can be made for the coefficients
¢k and to come to the same conclusions.

3.3.2 Some details and recommendations

First of all, we note that the eigen-parameters {\; } of function f are uniquely
determined, and the problem of its integers arises only when constructing
system {7} (see Section 3.4 below). The second circumstance is that after
abbreviations specified in Section 3.3.1, systems {7, }, {\¢} and {fx} fall
into “independent” parts.

Forn >2m and q € D,, q & D,,, the algorithm continues ambiguously
since there are several possibilities to change the location of set D,, in D,,.
Each user can act in his way.

Finally, we note that in case A\, ¢ D,, not mentioned above, the situation
again turns out to be ambiguous and requires clarifications. At the final stage
of Algorithm 2( (see the next section) in this case, it is provided to cancel
the calculations already made. But the search for an approximate finding of
function f ends here when we can only know the Fourier coefficients { f;},
s € D, (see (19)). Otherwise, we have the option of adding to D,, some new
Fourier coefficients and run the algorithm again.

3.4 Refined Algorithm 2

Let us present the main stages of the refined algorithm, which serves as the
basis for substantiating the phenomenon of super-convergence (see Theorem
2 above).

Recall that our goal is to solve non-linear equation (16) (see Section
2.3.3). Here, instead of (8), we use representation (25).
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Step 1. Using representation (25) and reducing equation (15) to the
common denominator, we have

£ Puls) = X 05 (1] j:i) Pu(r), s€Dn  (25)
r€Dm pgi?

As a result, equations (15) takes the form of a linear system of equations
with respect to the coefficients of polynomial P,,(2).

Step 2. Solve resulting equation by the least square method and find the
polynomial P,,(2).

Step 3. Find all roots {\¢} C C of polynomial P,,(z) and compute the
values

(fe= Y frtrs), S€D,

T'EDm

Step 4. a) If there are no integer values in {)\;}, then at the output
derive approximation formula (19).

b) If {pp} # 0, {up} € { A&} is all integer values and {p,} C D, then at
the output derive an approximation formula using the descriptions described
in Section 3.3.1 above.

c) It {pp} # 0, {1y} € {\} is all integer values and there is p, & D,,
then interrupt the calculations and go back to Step 1 to follow recommen-
dations of Section 3.3.2 above.

Remark 8 Comparing the above procedures with the description of Algo-
rithm A in works [9, 11], one can notice two differences. First, the earlier
equation (25) was solved only after some preliminary procedures, thus, here
the complexity of algorithm is somewhat reduced.

Second (and this is much more important), the final Step 4 leads to a full
justification for over-convergence in Theorem 2 based on the proofs given in
[9] and [11].

3.5 Some theoretical estimates of the convergence
3.5.1 The case of classical truncated Fourier series

To study the properties of proposed algorithms, further we restrict ourselves
to the classical partial sums of the Fourier series

Sn(z) = Z frexplimkz), n>1, ze[-1,1]. (26)

k=—n
Now let us denote for integers 1 < m < n (see Section 3.2.1),

Dp={n—-m+1,....n}, Dp={-n—n+1,...,—n+m—1},

D,={-n,—n+1...,n}. (27)

13
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Here we allowed an “extra” Fourier coefficient fy for the sake of using the
classical partial sum (26) (compare with (19)) but this does not matter.

The sets D,, and D,, can be changed if there are integer values among
the parameters {\;} (see Sections 3.3 and 3.4).

Remark 9 This choice of sets D,, and D,, is primarily due to the asymp-
totic properties of the Fourier coefficients {fs} (see Section 3.2.3 above).
Besides, we concluded that equation (17) is better solved for “tight” values
for the indices s (see (27)).

3.5.2 Rate of convergence for functions f of bounded smoothness

Here we are interested in an estimation of the error R,,, when m is fixed
and n— > oo (see Section 3.2.1).

Theorem 3 Let f(z) € C17'[-1,1], 2 < ¢ < 0o and q; = min(2m, q) for
traditional case and q; = min(m, q) for adaptive.
1) If |f9(z)| < M, M = const >0, x € [~1,1], then

M
im n? | Rynlleo < —.
n—00 ’ T

2) If f@(x) € Ly[—1,1], then
-1 ey
m n® ™[Ryl < — [/ (@)1
n—00 Tt
3) If f9(x) € Ly[—1,1], then
1
; 1—1/2 (q1)
T 20 Ryl < < 179 o

Proof. For the sake of simplicity, we will assume that all parameters {\;}
are non-integer.

We use asymptotic formula (22) for ¢ = ¢;. According to formula (18), it
is necessary to estimate the value of (fs — > .y fitrs) at [s| >n, n — oo
(and additionally for s € D,, in (19)). To do this, it is enough to use the
first (main) term of (22) on the right, since the rest have order of o(n=9"1)
and m = const for n — oo. That is why

1) P
_ Z Frbrs = O(n~ %) + 271'(‘111_} qlsl_ ™ Z Frtrs. (28)

r€Dm r€Dm,

Consider the last sum in more detail, bearing in mind that asymptotic for-
mula (22) can be applied to f, according to choice (27) since r = O(n) at
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n — oo. That is why (see also (8))

3" it =0 )+ Y (=1)* Py (r) = o

r€Dm r€Dm 2m [Tisy (r = M) peDm | Pien, 5T Aj
pFET
- Py-1(r) S—p 1
— a _1)s La—1\1)
NOESCRTEVD SR =Ll ) T | g
r€Dm pEDm §EDm J

p#T

Hence, formula (28) takes the form

(=1 (Paal) = Y- TT =2 Ppa(r)

r—p
r€Dm pefm
fs = Z frtrs = O(n™") + a1 -
r€Dm 9 rm H (s — \e)
k=1

Note that the expression in brackets of the numerator on the right is equal to
zero by the accuracy of Lagrange interpolation at m nodes for polynomials
of degree at most m. It remains to estimate the error R,,,, from above (see
Section 3.2.1) O

Remark 10 The estimates in Theorem & are too rough for the adaptive
algorithm because the eigen-parameters of function f cannot be used in proof.

3.5.3 Rate of convergence for analytic functions f

Let us now consider the case when function f is analytic. Here our goal is
to estimate the error R, ,, at m = n when n — oco. We can say that here
we use the “maximum power” of the algorithms using a sharp increase in
its complexity (see Section 3.1.2). Unfortunately, in this case too, we fail to
use eigen-parameters of function being approximated.

Theorem 4 Let f(z) be analytic in a bounded closed domain D with Jordan
rectifiable boundary 0D and the segment x = Re(z) € [—1,1], Im(z) = 0,
belongs to D.

i. If the distance of boundary points t € 0D of the region D to segment
x € [=1,1] is more than the value of (me)™! ~ 0.117, then there exists
0 < 0 = const < 1, such that

|Rn(z) < CO", C=const>0,z¢e[-11], n > 0.

ii.If f(2) is an entire function, then in the last estimate the constant 0
can be arbitrarily small.
iii.If f(2) is an entire function of exponential type, then
C n
|Rnn(z)| < |—) , C=const>0,n— 0.

n

15
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Proof. Representing the function f(x), x € [—1,1] in terms of the Cauchy
integral along the contour 0D and differentiating it n times, we obtain

£ (2) = n!/ IO g we-11] (29)
o]

C2mi Jop (t— )

Let d be the distance between segment © = Re(z) € [—1, 1] and 0D. By
the conditions of the theorem, function f(t), ¢ € 9D, is bounded and d <
(me)~. Obviously, there is a number 0 < € < 1 such that d < ((1—¢)?me) L.

It follows from formula (29) and the above estimates that

1™ (2)] < Civ/n (1 —e)*nl < Cyn! (1 —€)", Cy,Cy = const.

On the other hand, according to the refined Stirling formula (see, for
example, [16], Section 21.4-2), we have

n\”" 1 n\”
2mn <—> <nl <eiz2mn (—) .
e e

It remains to apply these estimates to the last term on the right-hand
side of formula (28) for ¢ = n, |s| > n and follow the outline of the proof of
Theorem 3. [J

Remark 11 Theorem 4 can be significantly strengthened by using the geo-
metric properties of the boundary 0D in the statement 1i). In particular,
this applies to the case when f has only singularities in the form of poles in
the complex plane (see, for instance, function fo(x) in (31) below).

We note that earlier in [18], based on the KFE-method with the choice
of some function g (see the end of Section 1.1), estimate i of Theorem 4
was obtained for the case of piecewise-smooth function f, that is, analytic
at smooth points.

4  Numerical implementation

Below we present information about our experiments to test the practi-
cal possibilities of the algorithms proposed above in Sections 3.2 and 3.5.
Our goal is a detailed comparison of the traditional algorithm, whose sim-
ple scheme uses only Krylov’s approach (see decomposition (2)), with the
adaptive algorithm based on the recently discovered over-convergence phe-
nomenon.
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4.1 Test functions

Numerical experiments were carried out with the following five smooth func-
tions.

0, —1<x<-1/3;
file) = %snﬁ (g <x+%>) ~1/3<a <1 30
B = g ) = g
fa(x) = (SL‘ + %) sinc(dx + ), fs(x) = e ¥ (96 + %) + f41(§).(31)

Here f; € C° and fl(s) is a piece-wise smooth function with two jumps:
Ay 5 ~ —1321 at point © = —1/3 and Ay 5 ~ 2610 at point z = 1 (see (1)).
The other three functions are analytic in a neighborhood of segment [-1,1].
Function f5(z) is rational and has only one pole at z = 2/3 + i. Functions
f3 and f; are entire. Function f; has an exponential type (see explanation
after formula (9) above). The last function f; is a quasi-polynomial with an
integer parameter perturbed by function fy/10.

Bearing in mind experiments using different numbers of Fourier coef-
ficients obtained with different accuracy, we have chosen functions whose
Fourier coefficients are represented exactly (symbolically) using Wolfram
Mathematica system.

For the sake of convenience (see Section 4.3.1 below), Lo-norms of all
these functions are chosen to be approximately equal to one. More precisely,
11— || fe(2)]|2] < .01 for all k.

4.2 Implementation notes

Let us present some details on the numerical implementation of the proposed
algorithms.

4.2.1 Used algorithms

For our traditional algorithm, the following 2 m parameters are applied (see

(18))

2 1 n
A = — arct -+ — | k — 1< |kl < 32
K 7Tau"can(5+33) , n—m+1<k| <n, (32)

which depend on n and m. For m = const and n — oo, we have |\;/k| T 1.
These parameters {\,} are real and (at least for 1 < m < n < 100) non-
integer.

17
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Remark 12 The traditional algorithm corresponding to formula (32) proved
to be quite stable in this range. A similar choice was made in Section 5.1.1
of [9], and in Section 3.3, some other choices were indicated. In particular,
if \e = 0 for all k, we arrive at a polynomial approximation. In addition,
we indicate here a simple formula

n

A =
b n—+e€

k, e=const>0,n—m+1<Ik|l <n,

which naturally corresponds to the quasi-periodic interpolation algorithm pro-
posed in [14] for a discrete case (see Remark 14 below).

Recall that adaptive approzimation uses m eigen-parameters (see (19)
and Remark 3), which are calculated by applying Algorithm 2 (see Section
3.4).

4.2.2 Minimizing the complexity of the computation

Consider the implementation of formula (19) from the computational point
of view. System {7} has the following form (see (14) in Theorem 1)

T.(x) = Z ZCT:j:k Ajp(x), 1€ Dy, x€[—1,1]

jEDm k=1

where constants {c, ;x} are also given explicitly. Here we see that differ-
ent functions {7} contain different linear combinations of the same quasi-
polynomials {A;,}. In approximation (19), expansion ) ., f.T¢(z) is
used but it is much more advantageous to represent this expansion as a
linear combination of quasi-polynomials {A;;} (here {f,} are Fourier coef-
ficients of f). Thus, we reduce the number of multiplications by about m
times.

The same approach to formula (18) reduces the number of multiplica-
tions by about 2m times. As a result, only linear combinations of quasi-
polynomials are produced at the outputs of our algorithms (see Section 2.1).

4.2.3 Some details of approximation codes

Approximation codes are written in Wolfram Mathematica language (see
[17]). The calculations were performed on a standard personal computer.
This calculations were carried out using from 24 to 48 decimal places
(from 24 to 48 working precision by Wolfram Mathematica terminology).
For example, for n = 8 and 1 < m < 4, we used 24 places, and for n = 24
and 5 < m < 8, we used 48. The exceptions are cases n = 24, m =
9 and m = 10, where 64 decimal places were used (see Table 7 below).
Choosing a given working precision for algorithms, we translate in advance
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the exact (symbolic) values of the Fourier coefficients into numerical of the
same accuracy.

In some cases, it turns out to be useful to additionally process the data
produced by Algorithm 2A. For example, when applying a working precision
equal to w, we consider that two values of eigen-parameters \; and A\, are
equal to each other if |\ — Ao < w/3. Such a seemingly rigid approach has
justified itself in numerous experiments preventing cases of interruption of
calculations due to the appearance of the uncertainty of type 0/0.

With integer eigen-parameters, the implementation of shortcuts described
in Section 3.3 can be difficult. Here, the following simple method is quite
effective: designate such parameters symbolically and only at the output of
the algorithm go by the limit to their numerical values.

The estimation of complexity of the algorithms used in the above condi-
tions depends on many circumstances, especially in the adaptive case. Below
to compare the relative complexity of traditional and adaptive algorithms,
their execution times are used, including the symbolic representation as a
quasi-polynomial in the output.

4.3 Numerical results
4.3.1 Designations

In Tables 1-10 below, the following designations are used:
Alg. — algorithm; Trd. — traditional; Adp. — adaptive; f, — functions
{fr(x)}, k=1,2,...,5. )

Relative errors for approximations A; j of jumps A ; (see (1) above) are
calculated by the formula

|Ayp — Apy
_ A 0;
B — A L 7

0, Al,k = 0

(33)

Relative Lo-error for an approximation f of function f is calculated by the
formula -
1f = £l

=fi=4 e W20

0, [fll2 = 0.

It should also be noted that in Tables 4,5 and 7, f; means the term-by-
term differentiation of approximation f; concerning x. The denominator in
formula (34) for || f; — fi|| is usually not unity.

(34)

Remark 13 In the tables and figures below, nowhere do Fourier coefficients

{fs} are not involved. Therefore, designations fy refers only to the functions
of Section 4.1.

19
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4.3.2 Results tables

| Alg.l [ n=8 [n=12]|n=16 | n=20 [ n=24 | n=28 | n=32 |
Classic || 5.7e-2 | 4.7e-2 | 4.1e-2 | 3.Te-2 | 3.4e-2 | 3.1e-2 | 2.9e-2
time(sec.) [ 1.6e-2 [ 1.6e-2 | 3.1e-2 | 3.1e-2 [31e-2 | 1el [11el

Table 1. Ls-errors and operating time of classic Fourier orthogonal
decomposition for fi(z).

H Alg | H m=1 ‘ m=2 ‘ m=3 ‘ m=4 ‘ m=>5 ‘ m=>6 ‘ m="7 ‘ m==8 H
Trd. || 7.8e-3 | 1e-3 | 1.de-4 | 4.8¢-5 | 1.3e-3 | 3.3e-4 | 6.4e-4 | 1.1e-3
sec. 3.1e-2 | 4.7e-2 | 1.2e-1 2e-1 3.3e-1 | 4.8¢e-1 | 6.6e-1 | 8.9e-1

Adp. || 2.9e-4 | 2.2e-6 | 1 e-4 | 5.3e-6 | 1.1e-5 | 5.1e-7 | 1 e-5 | 5.6e-6
sec. 1.6e-2 | 1.6e-2 | 3.1e-2 | 3.1 e-2 | 4.7e-2 | 6.2e-2 | 6.2e-2 | 7.8e-2

Table 2. Ls-errors and operating time for function fi(x) at n=16.

H Alg. | H m=1 ‘ m=2 ‘ m=3 ‘ m=4 ‘ m=>5 ‘ m=06 ‘ m="7 ‘ m=§ H
Trd. le2 | 2e3 | 424 | 7.7e-5 | 3.1e-5 | 1.2e-4 | 2.5e-4 | 3.7e-4
sec. 3.1e-2 | 7.8e-2 | 1.7e-1 | 3.3e-1 | 5.2e-1 | 7.7e-1 1.1 1.5

Adp. led | 1.9e-7 | 5.5e-6 | 1.4e-7 | 2.7e-6 | 5.1e-7 | 7.1e-6 | 7.8e-7
sec. 1.6e-2 | 1.6e-2 | 3.1e-2 | 3.1e-2 | 4.7e-2 | 6.2e-2 | 7.8e-2 | 9.4e-2

Table 3. Ls-errors and operating time for function fi(x) at n==24.

H Alg. | H m=2 ‘ m=3 m=4 ‘ m=>5 ‘ m=~6 ‘ m="7 ‘ m=_ H
Trd. fy || 1.2e-3 | 2.5e-4 | 5.3e-b | 1.2e-5 | 2.5e-6 | 5.6e-7 | 1.2e-7
Trd. f; || 1.5e-1 | 3.5e-2 | 8.4e-3 | 2e-3 | 4.6e-4 | 1.le-d | 2.4e-5
sec. 1.2e-1 | 2.0e-1 | 3.4e-1 | 5.3e-1 | 8.0e-1 1.1 1.5
Adp. fo || 2.3e-8 | 1.6e-11 | 1.1e-14 | 1.1e-15 | 5.1e-18 | 8.6e-20 | 3.9e-21
Adp. f} || 3.1e-6 | 2.6e-8 | 1.8e-12 | 2e-13 le-15 | 1.9e-17 | 8.5e-19
sec. 3.1e-2 | 4.7e-2 | 6.2e-2 | 7.8e-2 | 3.6e-1 | 1.le-1 | 1.le-1

Table 4. Ly-errors and operating time for functions fo(x) and fi(x) at n=24.
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H Alg. | H m=1 ‘ m=2 ‘ m=3 ‘ m=4 H

Trd. fs || 7.1e-3 | 1.4e-3 | 2.9e-4 | 6.3e-5
Trd. f5 || 2.3e-1 | 5.5e-2 | 1.3e-2 | 3.1e-3
sec. 1.1e-1 | 9.4e-2 | 1.9e-1 | 3.3e-1
Adp. f3 || 4.2e-4 | 2.5e-T7 | 3.8e-9 | 6.9e-12
Adp. f5 || 1.4e-2 | 1.1e-5 | 1.9e-7 | 3.7e-10
sec. 4.7e-2 | 1.6e-2 | 3.1e-2 | 4.7e-2
| Alg. | | m=5 | m=6 | m=7 | m=8 |
Trd. f3 || 1.3e-5 | 2.9e-6 | 6.4e-7 | 1.4e-7
Trd. f5 || 7.2e-3 | 1.6e-4 | 3.8e-5 | 8.6e-6
sec. 5.3e-1 | 7.8e-1 1.1 1.5
Adp. f3 || 1.4e-13 | 5.4e-16 | 1.4e-17 | 1.1e-19
Adp. f; || 8.1e-12 | 3.4e-14 | 9.4e-16 | 7.6e-18
sec. 4.7e-2 | 6.2e-2 | 7.8e-2 | 1.1e-1

[Alg. [ m=1 ] m=2 | m=3 | m=1 |

Trd. || 3.2e-3 | 2.4e-4 | 1.6e-5 | 1e-6
sec. 2e1 | 6.2e-2 | 94e-2 | 1.2e-1
Adp. || 2.8e-4 | 5.9e-5 | 4.8e-7 | 1.3e-9
sec. || 1.6e-2 | 3.1e-2 | 3.1e-2 | 3.1e-2
H Alg. H m=>»5 \ m=~6 \ m="7 \ m=§ H
Trd. || 5.4e-8 | 2.4e-9 | 9.1e-11 | 4.5e-11
sec. 1.7e-1 | 2.3e-1 3 el 3.4e-1
Adp. || 2.6e-11 | 8.5e-13 | 1.5e-12 | 2.7e-13
sec. 4.7e-2 | 6.2e-2 | 6.2e-2 | 6.2e-2

Table 6. Ly-errors and operating time for function fi(z) at n=38.

H Alg. | H m=1 ‘ m=3 m=>»s ‘ m="7 ‘ m=9 ‘ m=10 H
Trd.for fy || 5.9e-3 | 2.5e-4 | 1.2e-5 | 5.9e-7 | 3.0e-8 | 6.7e-9
Trd.for fi || 2.8e-1 | 1.7e-2 | 9.6e-4 | 5.3e-5 | 2.8e-6 | 6.6e-7

sec. 3.0e-1 | 2.3e-1 5.8e-1 1.1 1.9 2.4
Adp.for fy || 1.7e-5 | 2.1e-10 | 2.3e-17 | 5.6e-22 | 1.0 e-28 | 1.4e-30
Adp.for f; || 8.8e-4 | 1.6e-8 | 2.0 e-15 | 5.6e-20 | 1.1e-26 | 2.2e-29

sec. 1.9e-1 | 6.2e-2 | 6.2e-2 | 1.2e-1 | 1.6e-1 | 1.9e-1

Table 7. La-errors and operating time for functions fa(z) and fi(x) at n=24.
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H w | H m=2 \ m=3 \ m=4 \ m=>5 \ m=~6 \ m="7 \ m==§ H
12 || 1.9e-5 | 1.1e-6 | 2.0e-1 | 9.9e-1 1.0 1.0 1.0
16 || 1.9¢-5 | 1.1e-6 | 3.6e-8 | 9.9¢e-1 1.0 00 00

24 || 1.9e-5 | 1.1e-6 | 3.6e-8 | 5.2e-8 | 9.9e-1 | 9.9e-1 | 9.9e-1
28 || 1.9e-5 | 1.1e-6 | 3.6e-8 | 5.2e-8 | 3.7 e-10 | 3.2-11 | 6.0e-11

Table 8. Impact of computer’s w-digit precision to La-errors for function
fs(x) at n=8 when adaptive algorithm is applied.

[ fed [ ho | M [ he | B | ha [ s [ e | he | hs |
fi 3e-3 | 2e-2 | 9e-6|Te-1| 74 | 38 | 84 | 34 | 14
fo 1le-9 | 3e-7 | 9e-6 | le-4 | 1e-3 | 6e-3 | 3e-2 | 1le-1 | 3e-1
f3 2e-7 | le-6 | Te-6 | 5e-5 | 6e-5 | 6e-4 | 9e-4 | 3e-3 | 6e-3
f1 8e-12 | 9e-12 | 2e-9 | 2e-9 | 7Te-8 | 8e-8 | 1e-6 | 2e-6 | 2e-5

Table 9. Errors of relative jumps {hy} of some functions at n = m = 8 (see
(83)). The adaptive algorithm is applied.

L £l m=3 | m=4 [
i {5+ 3.44, 1.4i, {—225+ .9i,—1.2+ .01,
5+ 3.4i} 1.2+ .94,22.5 + .94}
fo [ {=17+ 4i, 5+ .04i, | {—3.0+ .75i, —1.5 + .231,
27 — .03i} — .48 — .006i, .26 — .001i}
fs | {37+ B54i, 7+24i, | {97+ 1.0i,.01 + .27,
2.3+ .51i} 2.0 — .27i,2.9 — .98}
fi [ {-=1.6—16i,—.19, | {—1.29 — .023i, —.5 + .05i,
1.6 — .16i} 5+ .054,1.29 — .023i}
75 {—4.0,.1— .46i, {=4.0,—1.8 — 54i,
1.76 + .56i} 0.11 + .024, 1.48 — .08¢}

Table 10. Some eigen-parameters of functions {fr(x)}, k=1,...,5, at n=24
(values are rounded off ).

4.4 Comments and recommendations

Let us make some comments on the numerical results characterizing the
features of the method described in Section 3 above.
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4.4.1 Efficiency and stability of algorithms

As arule, we see a huge advantage of the adaptive algorithm in both accuracy
and speed.

For example, at n=16, in the case of the function of bounded smoothness
f1, the smallest error of the traditional algorithm is achieved at m = 6 (see
Table 2). At the same time, the same smallest error of the adaptive algorithm
is achieved at m = 1 but for m = 6, the error is much smaller. It is worth
noting here that (see Section 2.2 and formula (19) for m = 1) the system
{T.(x)} consists of ... only one function.

Moreover, for m = 2,3, eigen-parameters of function f; are determined
explicitly but the accuracy of the adaptive algorithm is unattainable for the
traditional one both for n = 16 and n = 24.

As for analytic functions f5, f3 and f;, here the difference in efficiency
of the algorithms increases many times over (see Tables 3-7).

If, for example, we pay attention to Tables 4, 5 and 7, which additionally
contain data on the effectiveness of term-by-term differentiation of formulas
(18) and (19), we conclude that the traditional algorithm cannot stand any
comparison with the adaptive one.

Same can be said about the speed of adaptive algorithms. For example,
if in Table 7 at m = 1 the time of the adaptive algorithm is three times less
than that of the traditional one, then, at m = 10, this difference increases to
twelve, although the adaptive algorithm additionally includes one pseudo-
inversion of a 10 x 10-matrix and calculation of all roots for a polynomial of
degree 10.

In the case of increased requirements for accuracy, it is recommended to
use the maximum possible numerical capacity of the computer’s processor
used. This will also avoid the consequences of having integers in the set of
eigen-parameters, as, for example, in the case of function f5 (see Tables 7
and 9).

4.4.2 Errors of jumps

Given the exceptional properties of the adaptive algorithm, it is interesting
to know how accurately it restores jumps of a smooth function (see (1)). In
particular, we can compare our approach both with KFE-method and with
works [3-8] (see Introduction).

Table 9 shows the corresponding absolute values of the relative jump
errors at n = m = 8. Comparing the results of Table 6 for function f,, we
conclude that, for example, even hg is about 31 times more than Ls-error
for f;. The remaining values of {h;} increase rapidly. Note that (see (1))
|A1o] = 5.31071, |A; 4] ~ 90 and |A; 5| ~ 2.6 10%.

A similar situation is observed for functions f; and f3. The exception
is function f, the fifth derivative of which has an additional unaccounted

23
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jump at point # = —1/3, and therefore, only its first four jumps can be
considered approximately certain.

In general, we can say that it is impossible to consider the accuracy of
restoring jumps of a function using the adaptive algorithm to the corre-
sponding its excellent Lo-accuracy (see also Remark 14 below).

4.4.3 About eigen-parameters of smooth functions

The most important element of the adaptive algorithm is the determination
of eigen-parameters of function f (see Section 3.2.2). They are calculated
by applying Algorithm 2l and are the most important characteristic of every
smooth function f.

Table 10 shows some of their values at n = 24 in highly rounded form
(these are 32-digit numbers in originals). Tables 24, 5 and 7 also refer to
the case n = 24, thus, data can be compared.

First of all, we note that not only the differences in eigen-parameters of
different functions but also their changes for the same function for different
m. For example, the integer (—4) appears in the system of eigen-parameters
of function f; both for m = 3 and m = 4 but, in fact, there is a non-zero
value in the range from 7-th to the 11-th characters of the originals (see
Section 4.2.3 above).

In this example, we ones more see how important it is to use high-bit
arithmetic.

4.4.4 Approximate analytic continuation

The previous conclusions are also confirmed by observations of the propaga-
tion into a complex domain for approximation of function f that is analytic
on the segment [-1,1].

Fig. 1 below shows the level lines of function |f5(2)], 2 = = + yi, in
rectangle x € [—1.5,1.3], y € [—1,.5] given in the aspect ratio of 1 : 1/2. We
see that approximately .2 < |fo(2)| < 1.4. The white segment below the top
boundary is near pole z = 2/3 4 ¢ of function fs(2).

Fig. 2 and 3 show corresponding error level lines when the traditional
and adaptive algorithms are applied at m = 8§, respectively. It is seen
that even at n = 8, the error of analytic continuation using the adaptive
algorithm is about 10* times smaller. Interestingly, the smallest error (less
than 107!2) lies in the region outside of the segment of the original adaptive
approximation.
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Figure 1: Level lines of function |f2(2)|, z = x + y i, in rectangle x € [—1.5,1.3],
y € [-1,.5]. Segment x € [-1,1], y = 0 is shown as a white line.
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Figure 2: Error level lines in rectangle z = x + vy, i,x € [—-1.5,1.3], y € [-1,.5]
when applying the traditional algorithm to function fa(x), —1 < x < 1, with
n=m = 8. Segment z € [—1,1], y = 0 is shown as a white line.
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-15 -10 -0.5 0.0 0.5 1.0

Figure 3: Error level lines in rectangle z = x + vy, i,x € [—-1.5,1.3], y € [-1,.5]
when applying the adaptive algorithm to function fa(z), —1 < x < 1, with n =
m = 8. Segment x € [—1,1], y = 0 is shown as a white line.

5 Conclusion

In conclusion, we briefly characterize the above results and show that the
concept based on the apparatus of a parametric biorthogonal system makes
it possible to naturally apply algorithms of traditional and adaptive types
not only to the acceleration of convergence for classical Fourier series.

Remark 14 The universality of our approach was confirmed in [13] in the
case of an unusual interpolation on a finite grid. Here, too, a phenomenon
of over-convergence was discovered, and the corresponding traditional and
adaptive algorithms were proposed. Note that here the algorithm of quasi-
periodic interpolation, previously studied in [14], is a particular case of tra-
ditional algorithms (see also Remark 12).

From the practical point of view, these results are especially important
since they allow us to effectively approximate a smooth function f on the
entire segment [-1,1] by its values on a finite uniform set.

5.1 Summary

In papers [9] and [11], a new approach was proposed to accelerate the conver-
gence of Fourier series based on the use of a parametric biorthogonal system.
Along this path, two algorithms, called traditional and adaptive, have been
developed. The first of them does not require solving equations for imple-
mentation, and the second (more accurate and complex) one is based on the
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application of super-convergence phenomenon which was discovered in [9]
and requires solving nonlinear equation (17).

In this work, we correct and refine these results and propose algorithms
that are more flexible and accurate in applications. The above numerical
experiment shows the efficiency of approximations (18) and (19) in recover-
ing a smooth function f from its 17-49 Fourier coefficients { fs} in the range
1 < m < 8 for the used parameters. If f is a “difficult” function (for ex-
ample, when it oscillates strongly), it is necessary to increase these values,
which will require higher accuracy and more operations.

There is every reason to believe this traditional and adaptive algorithms
will be in demand in many areas from engineering calculations that do not
require high accuracy and speed to problems in celestial and cosmic mechan-
ics, or tomography.

The usual approach to describing convergence of a functional series is
to estimate the rate of decrease of its terms at infinity in one or another
metric. The theoretical estimates obtained by us directly characterize the
rate of convergence only for the traditional algorithm (see Section 3.5).

The adaptive algorithm is implemented using Algorithm 2A. Its theoret-
ical basis is the over-convergence phenomenon (see Theorem 2 and Section
4.4.3), which provides for approximation an extremely rich and flexible class
of quasi-polynomials. An estimate of convergence in terms of classical classes
of smooth functions seems to us doubtful here.

Remark 15 In studies involving the application of Padé approximants to
the asymptotic formulas for the Fourier coefficients {fx} (see Section 1.2
above), some attempts were made to relate the numerical manifestations of
the over-convergence phenomenon to the distribution of jumps {Aix} of the
function f (see (1)). In particular, the interesting estimates obtained in
Theorems 57 of [1] showed that such connections are extremely complex
and practically not informative.

5.2 About nearest development and generalizations

The studies published in papers [3-13] as well as the above results make it
possible to predict their natural development. Here we note the following
directions:

e The case when an algorithm uses both traditional and adaptive meth-
ods is not used here. It would be interesting to know the practical
properties of such a “hybrid” approach.

e A traditional algorithms for the multidimensional Fourier series were
proposed in work [9] (Section 3.2). The implementation of similar
adaptive algorithms for classical (and sine-cosine) Fourier series and
interpolations in rectangular domains now seems quite possible.

27
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e The same can be said about the problem of implementing the corre-
sponding algorithms for a piecewise-smooth function f (see Section
1.1 and the work [18] mentioned above) for a given finite set of jump
points. Here it is not difficult now to construct the corresponding
parametric biorthogonal system. Of course, the complexity of the al-
gorithms will increase. Previously, in [19], one similar simple problem
was solved using the Padé approximant (see Section 1.2).

e Given what was said at the end of Section 4.4.2, it would be interesting
to return to the approach of works [2-9] based on solving equation (3)
and using the Padé approximant. There are now fast and stable meth-
ods for the inversion of the Vandermonde matrix (see, for example,
[20]), and a numerical comparison can be made with the method of
this paper. In addition, it is not yet clear whether these two technically
different approaches are theoretically equivalent.

e [t would be interesting to learn about the applicability of the above
approaches to the Sturm-Liouville problem on the entire axis and semi-
axis when their spectra is discrete.

5.3 On boundary value problems for ODE

The most promising is the application of the approaches of this work in the
general theory of boundary value problems for ODE in a finite segment. First
of all, this refers to the Sturm-Liouville problem where the implementation
is the simplest.

Consider, for example, the following boundary value problem

Ly=M\vy, Ly:Zpk(m)y(k)(x), ANeC, ze|-1,1] (35)
k=0

where n > 2, ¢ > 1, p,(z) = 1, pp(x) € C*™@=D[-1 1], with regular bound-
ary conditions {U, =0}, p=1,2,...,n (for details, see monograph [21]).

Let us outline a scheme for constructing the corresponding algorithms for
accelerating the convergence of expansions by eigenfunctions of this prob-
lem. Let {v} be the numbered system of all eigenvalues of this problem
and {¢x(z), ¥r(x)} be the corresponding (generally speaking, biorthogonal)
normalized system of eigenfunctions.

The analogue of sequence (24) here has the form

dgf wr(l) Vs — Vp Pm(Vr)
tns B Q/JS(l) ( H Vp — Vp) Pm(l/s)7 e D’m (36)
DFT
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where D,, is a finite set of m integers. For simplicity, we assume here that
the eigenvalues {vy} are not multiple and (1) # 0 for all k.

Analogs of quasi-polynomials (see Definition 2) in this case have already
been found in [5,8]. The role of function exp(i w A z) is played by the function
G(z,1,\), where G is the following Green’s function for operator L — A [

G(z,t,A):Z%, —1<2,t<1,AeC\ {m} (37)
Vk

In practice, there is no need to use the infinite series in (37) on the right
since it is known that Green’s function can be represented explicitly using
a given fundamental system of solutions of equation (35) (see Chapter I, §3
of [21]).

Let us dwell on the case of a self-adjoint problem for equation (35). The
reader can make sure that all the main above stages of building both the
traditional and adaptive algorithms are naturally applicable here, including
the same type basic formulas as well as the same proof of the existence of
the corresponding over-convergence phenomenon.
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