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Abstract

In this paper, we consider the mth mean curvature flow of convex hypersurfaces in

Euclidean spaces with a general forcing term. Under the assumption that the initial hy-

persurface is suitably pinched, we show that the flow may shrink to a point in finite time

if the forcing term is small, or exist for all time and expand to infinity if the forcing term

is large enough. The flow can also converge to a round sphere for some special forcing

term and initial hypersurface. Furthermore, the normalization of the flow is carried out

so that long time existence and convergence of the rescaled flow are studied. Our work

extends Schulze’s flow by powers of the mean curvature and Cabezas-Rivas and Sines-

trari’s volume-preserving flow by powers of the mth mean curvature.
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1 Introduction

Let Mn be a compact oriented manifold of dimension n ≥ 2 without boundary, and

X0 : Mn → ℝn+1 be a smooth hypersurface immersion of Mn which is strictly convex.

We consider a smooth family of maps Xt = X(⋅, t) evolving according to⎧⎨⎩
∂
∂t
X(x, t) = {ℎ(t)− F (x, t)}v(x, t), x ∈Mn,

X(⋅, 0) = X0,
(1.1)

where F is a symmetric function of the principal curvatures ofMt = Xt(M
n), v the outer

unit normal vector field, and ℎ(t) a nonnegative continuous function.

In order to specify the class of speeds F we are going to consider, let us introduce

some notation. We denote by Mt both the immersion Xt : Mn → ℝn+1 and the image

Xt(M
n). We call �1 ≤ �2 ≤ ⋅ ⋅ ⋅ ≤ �n the principal curvatures of Mt. We use the letters H

and K for the mean curvature and Gauss curvature respectively, i.e. H = �1 + ⋅ ⋅ ⋅ + �n

and K = �1 ⋅ ⋅ ⋅�n. In addition, for any integer m ∈ {1, ⋅ ⋅ ⋅ , n}, we denote by Hm the mth

mean curvature, defined as

Hm =
m!(n−m)!

n!

∑
1≤i1<⋅⋅⋅<im≤n

�i1 ⋅ ⋅ ⋅�im .

We remark that H = nH1 and K = Hn. In addition, H2 coincides, up to a constant

factor, with the scalar curvature. Thus, the mth mean curvatures can be regarded as

generalizations of these quantities.

In this paper we consider the flow (1.1) with the speed F given by a power of the mth

mean curvature, namely

F (�1, ⋅ ⋅ ⋅ , �n) = H
m(�1, ⋅ ⋅ ⋅ , �n) (1.2)

for some  > 1
m

. In this way F is a homogenous function of the principal curvatures

with a degree m > 1. Our analysis is focused on the behavior of convex hypersurfaces.

The curvature flow (1.1) is a strictly parabolic equation and the short time existence

easily follows from [8]. Therefore we suppose that the evolution equation (1.1) has a

smooth solution on a maximal time interval [0, Tmax) for some Tmax > 0. Often different

forcing term will lead to different maximal time interval. We always assume that ℎ(t) is

continuous in [0, Tmax).

If ℎ(t) = 0 and m = 1, (1.1) is just the flow by powers of the mean curvature [14, 15].

In this case, (1.1) is contracting and Tmax is finite. If ℎ(t) is the average of powers of the

mth mean curvature on Mt, i.e. ℎ(t) =
∫
Mt
Fd�t/

∫
Mt
d�t, where d�t is the area element

of Mt, (1.1) is then the volume-preserving flow by powers of the mth mean curvature

[2], which exists on all time [0,∞), and the solution converges to a round sphere. If

m =  = 1, (1.1) is just the forced mean curvature flow in Euclidean spaces studied
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Forced Flow by Powers of the mth Mean Curvature 63

by the third author and Salavessa [9]. Some special cases of certain volume preserving

mean curvature flows are studied in [7, 11, 12]. When F is a smooth and symmetric

function of homogenous degree one and satisfies suitable properties, the mixed volume

preserving curvature flow is studied in [13], and the curvature flow with a general forcing

term is studied in [10].

One of the main reasons for authors in [2] to consider the curvature functions (1.2) is

to obtain the higher order derivative estimates of curvatures. However, to the authors’

knowledge, there is no regular paper on the contractive case, i.e. ℎ(t) = 0. In this paper,

as in [9, 10] we study the curvature flow (1.1) with a general forcing term ℎ(t) such that

the limit limt→Tmax ℎ(t) exists, which includes the contracting flow. We want to show

that if the initial hypersurface is convex and compact, the shape of Mt approaches the

shape of a round sphere as t → Tmax. In order to describe the shape of the limiting

hypersurface, we carry out a normalization as in [6, 9]. For any time t, where the solution

X(⋅, t) of (1.1) exists, let  (t) be a positive factor such that the hypersurface M̃t given by

X̃(x, t) =  (t)X(x, t)

has total area equal to ∣M0∣, the area of M0∫
M̃t

d�̃t = ∣M0∣, for all t ∈ [0, Tmax).

After choosing the new time variable t̃(t) =
∫ t

0
 (�)m+1d� , we will see that X̃ satisfies

the following evolution equation⎧⎨⎩
∂
∂t̃
X̃ = {ℎ̃− F̃}ṽ + 1

n
�̃X̃,

X̃(⋅, 0) = X0,
(1.3)

where ℎ̃ =  −mℎ, �̃ =  −m−1� and � is given by

� =

∫
M

(F − ℎ)Hd�∫
M
d�

.

In Section 4, we have a time sequence {Ti} such that Ti → Tmax as i→∞, and a limit

lim
Ti→Tmax

 (Ti) = Λ.

We now state our main theorem:

Theorem 1.1. Let n ≥ 2 and M0 be an n-dimensional smooth, compact and strictly con-

vex hypersurface immersed in ℝn+1. Given m ∈ {1, ⋅ ⋅ ⋅ , n} and  > 1
m

there exists a con-

stant 0 < C0(n,m, ) < 1
nn

such that, if the initial hypersurface X0 is pinched in the sense

that

K(x)

Hn(x)
≥ C0(n,m, ) for all x ∈Mn, (1.4)
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then for any nonnegative continuous function ℎ(t), inequality (1.4) holds everywhere on

Mt for all t > 0 as long as the flow exists, and there exists a unique, smooth solution to

the evolution equation (1.1) on a maximal time interval [0, Tmax) for some Tmax > 0. If

additionally the following limit exists and satisfies

lim
t→Tmax

ℎ(t) = ℎ̄ < +∞, (1.5)

then we have:

(I) If Λ = ∞, then Tmax < ∞ and the curvature flow (1.1) converges uniformly to

a point as t → Tmax. Moreover the normalized equation (1.3) has a solution X̃(x, t̃)

for all time 0 ≤ t̃ < ∞, and the hypersurfaces M̃(x, t̃) converge, exponentially in the

C∞−topology, to a round sphere of area ∣M0∣, as t̃→∞.

(II) If 0 < Λ < ∞, then Tmax = ∞, and the solutions to (1.1) converge, exponentially

in the C∞−topology, to a round sphere as t→∞.

(III) If Λ = 0, then Tmax = ∞. Moreover if ℎ̄ ∕= 0, the solutions to (1.1) expand

uniformly to ∞ as t → ∞ and if the rescaled solutions to (1.3) converge to a smooth

hypersurface, then the limit must be a round sphere of total area ∣M0∣.

Remark 1.2. (1) If ℎ = 0, Theorem 1.1 is just the curvature flow by powers of the mth

mean curvature, which partially generalizes Schulze’s flow by powers of the mean curva-

ture [14, 15]. Theorem 1.1 also includes Cabezas-Rivas and Sinestrari’s volume-preserving

flow by powers of the mth mean curvature [2].

(2) The assumption (1.5) seems not natural since often the maximal existing time Tmax

of (1.1) depends on ℎ(t). In fact we can use a stronger assumption that ℎ(t) is a non-

negative continuous function on [0,∞) and satisfies limt→∞ ℎ(t) < +∞. Our result still

includes all cases in (1).

The extreme cases of Theorem 1.1 can also be considered.

Remark 1.3. (1) For case (I), when ℎ̄ = ∞, Tmax may not be finite, even though Mt is

contracting (see Remark 5.2 (3)). A sphere: r(t) = 1
t+1

, ℎ(t) = (t + 1)m − 1
(t+1)2

, is such an

example, whose maximal existing time Tmax =∞.

(2) For case (III), if ℎ̄ = 0, Tmax is also infinite (see Section 7). We do not know whether

the solutions to (1.1) expand uniformly to∞ as t → ∞, but we can find the special solu-

tion satisfying that condition. In fact, a sphere: r(t) =
√
t+ 1, ℎ(t) = (

√
t+1)m−1+2

2(
√
t+1)m

, is such

a particular example, for whichMt expands to infinity. If ℎ̄ =∞, by similar discussion as

in Section 7, we can show that Mt expands to infinity, but Tmax may not be∞. For exam-

ple, the sphere r(t) = 1
1−t , ℎ(t) = (1− t)m + 1

(1−t)2 is a solution to (1.1), for which Tmax = 1,

and r →∞, as t→ 1.

This paper is organized as follows: Section 2 introduces basic properties of the mth

mean curvature, some known facts of convex hyperfaces and an interior Hölder esti-

mate, which will be used later. In Section 3, we compute the evolution equations for
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several geometric quantities of the flow (1.1), and prove the preservation of the initial

pinching condition. In Section 4, we carry out the normalization of (1.1), compute the

evolution equations for several rescaled geometric quantities, and estimate the inner

and outer radii of the rescaled convex hypersurfaces. In terms of the limiting shape of

the scaling factor  (t) as t → Tmax, long time existence and convergence of solutions

to (1.1) or (1.3) are proved in Section 5, 6 and 7, separately, and therefore the proof of

Theorem 1.1 is completed.

2 Preliminaries

Let Mn be a smooth hypersurface immersion in ℝn+1. We will use the same no-

tation as in [2, 9, 15]. In particular, for a local coordinate system {x1, ⋅ ⋅ ⋅ , xn} of Mn,

g = gij = (⋅, ⋅) and A = ℎij denote respectively the metric and second fundamental form

of Mn. The eigenvalues �1 ≤ ⋅ ⋅ ⋅ ≤ �n of A are called the principal curvatures. We say

that Mt is convex if �1 ≥ 0 everywhere and that it is uniformly convex if �1 > 0 every-

where. Then further important quantities are the mean curvature H = gijℎij =
∑

i �i,

the normed square of the second fundamental form ∣A∣2 = gijgklℎikℎjl =
∑

i �
2
i and the

Gauss curvature K = (detℎij)/(detgij) =
∏

i �i, where gij is the (i, j)-entry of the inverse

of the matrix (gij). More generally, we call the mth mean curvature of a hypersurface the

function Hm, that is, the mth elementary symmetric polynomial of the principal curva-

tures, up to a normalizing factor. Since Hm is homogeneous of degree m, the speed F is

a homogeneous function of degree m in the curvatures �i. Throughout this paper we

sum over repeated indices from 1 to n unless otherwise indicated.

We shall often use � to denote the vector (�1, ⋅ ⋅ ⋅ , �n) whose entries are the principal

curvatures or, depending on the context, a generic element of ℝn. We denote by Γ+ ⊂ ℝn

the positive cone, i.e.

Γ+ = {� = (�1, ⋅ ⋅ ⋅ , �n) : �i > 0 for all i}.

Observe that H, K, Hm, F may be regarded as functions of �, or as functions of A, or

as functions of ℎij and gij , or also as functions of space and time variables on Mt. For

the sake of simplicity, we denote these functions by the same letters in all cases, since

the meaning should be clear from the text.

We use the notation

F i =
∂F

∂�i
, tr(F i) =

n∑
i=1

∂F

∂�i
=

∂F

∂ℎij
gij.

In addition, we denote by (F ij) the matrix of the first partial derivatives ofF with respect

to the components of its arguments:

∂

∂s
F (A+ sB)∣s=0 = F ij(A)Bij,
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where A and B are any symmetric matrices. Similarly for the second partial derivatives

of F , we write
∂2

∂s2
F (A+ sB)∣s=0 = F ij,kl(A)BijBkl.

For any differentiable function ' onMt, we define the operator ℒ� according to a matrix

�ij :

ℒ�' = �ij∇i∇j'.

In addition, for any other differentiable function  on Mt, we write

∣∇'∣2� = �ij∇i'∇j', (∇',∇ )� = �ij∇i'∇j .

In particular, ∣∇'∣2 = gij∇i'∇j'. The gradient and Beltrami-Laplace operator on Mt

are denoted by∇ and△ respectively.

First we need the following lemma (see [2]) which will be used repeatedly throughout

the paper.

Lemma 2.1. For any m ∈ {1, ⋅ ⋅ ⋅ , n}, the function Hm satisfies:

(1) ∂Hm
∂�i

(�) > 0 for all i ∈ {1, ⋅ ⋅ ⋅ , n} and � ∈ Γ+.

(2)H
1/m
m is concave in Γ+.

(3) tr(F i) ≥ mF 1− 1
m .

(4)H
1/m
m ≤ H

n
, or equivalently, F ≤

(
H
n

)m
.

(5) Hm, as a function of ℎij , is also a homogeneous polynomial of degree m; in addi-

tion, as a function onM , it satisfies∇j

(
∂Hm
∂ℎij

)
= 0 for any i ∈ {1, ⋅ ⋅ ⋅ , n}, where∇ is again

the covariant derivative on M .

Let ∣M ∣ be the area ofM , and ∣V ∣ the volume of the region V contained insideM . We

denote by r− the inner radius of M = ∂V and by r+ the outer radius, which are respec-

tively the radii of the biggest ball enclosed by M and of the smallest ball enclosing M .

We have the following relations between ∣V ∣ and ∣M ∣ by Aleksandrov-Fenchel inequality

and divergence theorem (see Theorem 2.3 in [12], or also see [9, 10]).

Lemma 2.2. LetM be a compact and convex hypersurface embedded into ℝn+1 satisfying

H > 0 and ℎij ≥ "Hgij , for some " ∈ (0, 1
n
]. Then there exists a constant C1 depending on

n and " such that

C−1
1 ∣M ∣

n+1
n ≤ ∣V ∣ ≤ C1∣M ∣

n+1
n .

The following result with regard to inner and outer radii observed by Andrews in [1],

shows that a pinching inequality on the curvatures implies a bound on the ratio between

outer radius and inner radius.
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Lemma 2.3. LetM be a smooth, compact and convex hypersurface in ℝn+1. Suppose that

there exists a positive constant C2 such that M satisfies the pointwise pinching estimate

�n(x) ≤ C2�1(x), for every x ∈ M . Then there exists a constant C3 depending on n and C2

such that

r+ ≤ C3r−.

Next we recall an algebraic property proved by Schulze in [15] (or also see [2]).

Lemma 2.4. For any " > 0 there exists � = �(", n) > 0 with the following property: if we

have ℎij ≥ "Hgij > 0 at some point of an n-dimensional hypersurface, then at the same

point we have

n∣A∣2 −H2

H2
≥ �
( 1

nn
− K

Hn

)
. (2.1)

Finally, we recall an interior Hölder estimate, due to Di Benedetto and Friedman (see

[4], or also see [2]). Given r > 0, we denote by Br the ball of radius r > 0 in ℝn centered

at the origin. For degenerate parabolic equation

∂

∂t
� −Di

(
aij(x, t,D�)Dj�

d
)

= f(x, t, �,D�), (2.2)

being d > 1, we assume that aij = aji and that aij is uniformly elliptic, that is, there exist

two constants !, Ω > 0 such that

!∣v∣2 ≤ aij(x, t)vivj ≤ Ω∣v∣2

for v ∈ ℝn and (x, t) ∈ Br × [0, T ]. Then the following estimate holds:

Lemma 2.5. Let � ∈ C2
(
Br × [0, T ]

)
be a nonnegative solution to (2.2). Let B1, B2, N > 0

be such that

∣f(x, t, �,D�)∣ ≤ B1∣D�d∣+B2,

and

sup
0<t<T

∥�(⋅, t)∥2
L2(Br)

+ ∥D�d∥2
L2(Br×[0,T ]) ≤ N.

Then for any 0 < � < T and 0 < r′ < r, we have

∥�∥C�(Br′×[�,T ]) ≤ C,

for suitable C > 0, � ∈ (0, 1) depending only on n, N , !, Ω, �, B1, B2, r and r′.

3 Evolution equations and the pinching estimate

As it is pointed out in [7], the forcing term ℎ(t) does not influence the parabolicity

of the equation (1.1). Then the short time existence easily follows (see [2, 13]). That is,
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there exists a unique smooth solution X(⋅, t) of equation (1.1), for some time interval

[0, Tmax), with Tmax > 0.

For convenience we write bij =
(
ℎij
)−1

. As in [2, 14, 15], we have the following evolu-

tion equations for various geometric quantities under the flow (1.1).

Lemma 3.1. The following evolution equations hold for any solution to equation (1.1).

(1) ∂
∂t
gij = 2(ℎ− F )ℎij .

(2) ∂
∂t
v = ∇F .

(3) ∂
∂t
d�t = (ℎ− F )Hd�t.

(4) ∂
∂t
F = ℒFF − (ℎ− F )F pqℎpkℎ

k
q .

(5) ∂
∂t
ℎij = ℒFℎij + F pq,rs∇iℎpq∇jℎrs + F pqℎpkℎ

k
qℎij +

(
ℎ− (m + 1)F

)
ℎikℎ

k
j .

(6) ∂
∂t
H = ℒFH + F pq,rs∇iℎpq∇iℎrs −

(
ℎ+ (m − 1)F

)
∣A∣2 + F pqℎpkℎ

k
qH.

(7) ∂
∂t
K = ℒFK −

∣∇K∣2F
K

+K
(
bijF pq,rs∇iℎpq∇jℎrs − F pq∇pb

ij∇qℎij
)

−
(
ℎ+ (m − 1)F

)
HK + nKF pqℎpkℎ

k
q .

(8) For the position vector field X on Mt:

∂
∂t

(X,v) = ℒF (X,v) + F pqℎpkℎ
k
q(X,v) +

(
ℎ− (m + 1)F

)
.

In order to write down the evolution equation for Hm, we set

cij =
∂Hm

∂ℎij
.

Since the symmetric tensor c is divergence-free (cf. part (5) of Lemma 2.1 or see [2]), we

have:

Lemma 3.2. If Mt is a hypersurface in ℝn+1 evolving under (1.1), the mth mean curvature

Hm and its th power F satisfy the following evolution equations:

∂

∂t
Hm = H−1

m

(
ℒcHm + ( − 1)

∣∇Hm∣2c
Hm

)
+ (F − ℎ)cijℎikℎ

k
j ,

and

∂

∂t
F = H−1

m ℒcF + 
F − ℎ
Hm

Fcijℎikℎ
k
j . (3.1)

By direct calculation, we have the following evolution equation (see [2, 15]).

Lemma 3.3. The quantity Q = K/Hn evolves under flow (1.1) satisfying

∂

∂t
Q = ℒFQ+

n+ 1

nHn

(
∇Hn,∇Q

)
F
− n− 1

nK

(
∇K,∇Q

)
F
− Hn

nK

∣∣∇Q∣∣2
F

+
Q

H2

∣∣H∇iℎpq − ℎpq∇iH
∣∣2
F,b

+Q
(
bij − n

H
gij
)
F pq,rs∇iℎpq∇jℎrs (3.2)

+
(
ℎ+ (m − 1)F

)Q
H

(
n∣A∣2 −H2

)
,
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Forced Flow by Powers of the mth Mean Curvature 69

where ∣∣H∇iℎpq − ℎpq∇iH
∣∣2
F,b

= F ijbprbqs
(
H∇iℎpq − ℎpq∇iH)

(
H∇jℎrs − ℎrs∇jH).

We want to show a monotonicity property for the quotientQ. Such a quotient, which

was also considered in [2, 3, 15], plays an important role in studying flow (1.1).

In order to apply the maximum principle to equation (3.2), we need some prelimi-

nary inequalities (see [2, 15]).

Lemma 3.4. If for some " > 0 the inequality ℎij ≥ "Hgij > 0 holds at a point of a hyper-

surface immersed in ℝn+1, then " ≤ 1
n

and at a same point we also have

∣H∇iℎpq − ℎpq∇iH∣2 ≥
n− 1

2
"2H2∣∇A∣2. (3.3)

Lemma 3.5. Given any " ∈ (0, 1
n
], let C0(n,m, ) be the minimal constant such that 0 ≤

C0 <
1
nn

, for any � = (�1, ⋅ ⋅ ⋅ , �n) ∈ ℝn with �i ≥ 0 for all i = 1, ⋅ ⋅ ⋅ , n. Then we have

K(�)

Hn(�)
≥ C0 ⇒ min

1≤i≤n
�i ≥ "H(�).

By these two lemmas, a pinching estimate for flow (1.1) immediately follows (see

[2, 15]).

Corollary 3.6. There exists a constant C0(n,m, ) ∈ (0, 1
nn

) with the following property: if

Xt : M × (0, Tmax)→ ℝn+1, is a smooth solution to equation (1.1), such that the initial im-

mersionX0 satisfies (1.4), and the solutionMt satisfiesH > 0 at t = 0, then the minimum

of the quotient Q on Mt is nondecreasing in time.

Proof. Let us setQ(t) = minM Q(⋅, t). Thanks to (3.2) we get

d

dt
Q ≥ Q

( 1

H2

∣∣H∇iℎpq − ℎpq∇iH
∣∣2
F,b

+
(
bij − n

H
gij
)
F pq,rs∇iℎpq∇jℎrs

)
≥ Q

( 1

H2

∣∣H∇iℎpq − ℎpq∇iH
∣∣2
F,b
−
∣∣∣bij − n

H
gij
∣∣∣∣F pq,rs(∇A,∇A)∣

)
, (3.4)

where we have used that the last term in (3.2) is nonnegative, since the elementary in-

equality ∣A∣2 ≥ H2/n.

We can show that the above expression is nonnegative provided the second funda-

mental form is suitably pinched. To this purpose we need to bound from below the

positive term. Doing computations at a point where we choose an orthonormal basis

which diagonalizes ℎij , we first deduce∣∣H∇iℎpq − ℎpq∇iH
∣∣2
F,b

=
∑
i,p,q

F i 1

�p

1

�q
(H∇iℎpq − ℎpq∇iH)2

≥ 1

∣A∣2
∑
i,p,q

F i(H∇iℎpq − ℎpq∇iH)2, (3.5)
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since 0 < �p < ∣A∣ for all p.

Note that each F i is positive in the interior of the positive cone Γ+. More precisely,

let us set, for any " ∈ (0, 1
n
]

K" = {� = (�1, ⋅ ⋅ ⋅ , �n) ∈ ℝn : min
1≤i≤n

�i ≥ "H > 0},

N1(") = min{F i(�) : 1 ≤ i ≤ n, � ∈ K", ∣�∣ = 1}.

Observe that F i > 0 on K" for all i, by Lemma 2.1 (1). Therefore N1(") > 0, being the

minimum of a finite family of positive smooth functions on a compact set. In addition,

since the cone K" becomes smaller as " increases, N1(") is an increasing function of ".

By homogeneity, we conclude

F i(") ≥ N1(")∣�∣m−1, � ∈ K".

Substituting this into (3.5) and using Lemma 3.4, on a hypersurface satisfying ℎij ≥
"Hgij , we obtain∣∣H∇iℎpq − ℎpq∇iH

∣∣2
F,b
≥ n− 1

2
N1(")"2∣A∣m−3H2∣∇A∣2. (3.6)

Now we can estimate the term ∣F pq,rs(∇A,∇A)∣ from above. Observe that the quan-

tity F pq,rs(∇A,∇A) is homogeneous of degreem − 2 in the curvatures and quadratic in

∇A. It is smooth as long as the curvatures are all positive, while it may be in general not

defined when one or more curvatures vanish. With an argument similar to the previous

one, we see that, for some " ∈ (0, 1
n
], there exists a constant N2(") such that, at any point

where ℎij ≥ "Hgij ,

∣F pq,rs(∇A,∇A)∣ ≤ N2(")∣A∣m−2∣∇A∣2. (3.7)

The constant N2(") is decreasing in ", since it gives a bound from above.

To conclude, we show that
∣∣∣bij − n

H
gij
∣∣∣ is small if the second fundamental form is

pinched enough. Clearly, we have∣∣∣bij − n

H
gij
∣∣∣ ≤ max

{√
n
( 1

�1

− n

H

)
,
√
n
( n
H
− 1

�n

)}
.

If ℎij ≥ "Hgij for some " ∈ (0, 1
n
], then �1 ≥ "H and �n ≤

(
1− (n− 1)"

)
H. It follows that

1

�1

− n

H
≤ 1− n"

"H
,

and
n

H
− 1

�n
≤ n(n− 1)(1− n")

H
.

Since " ≤ 1
n

, we deduce that∣∣∣bij − n

H
gij
∣∣∣ ≤ (1− n")n

3
2 (n− 1)

H
. (3.8)

70



Forced Flow by Powers of the mth Mean Curvature 71

Plugging (3.6), (3.7) and (3.8) into (3.4), we obtain

d

dt
Q ≥ n− 1

2
Q∣A∣m−3∣∇A∣2

(
N1(")"2 − 2n

3
2 (1− n") ∣A∣

H
N2(")

)
≥ n− 1

2
Q∣A∣m−3∣∇A∣2

(
N1(")"2 − 2n

3
2 (1− n")N2(")

)
. (3.9)

To apply the maximum principle, we need that N1(")"2 − 2n
3
2 (1 − n")N2(") ≥ 0 on

our hypersurface. Since N1(") is increasing and N2(") is decreasing, such a quantity is a

strictly increasing function of ". In addition, it is negative for " close to zero and positive

for " close to 1
n

. The optimal condition is obtained if we fix " ∈ (0, 1
n
) to be the unique

value such that

N1(")"2 − 2n
3
2 (1− n")N2(") = 0. (3.10)

By Lemma 3.5 there exists a constant C0 ∈ [0, 1
nn

) such that K/Hn ≥ C0 implies ℎij ≥
"Hgij , with " given by (3.10). Then, if K/Hn ≥ C0 everywhere on our hypersurface, we

have d
dt
Q ≥ 0 by (3.9). By the maximum principle, this proves that, for any C0 ∈ [0, 1

nn
),

the property K/Hn ≥ C0 is invariant under the flow.

Corollary 3.6 states that inequality K/Hn ≥ C0 holds for all t ∈ [0, Tmax). In addition,

by the definition of C0, we have that

�i ≥ "H on M × [0, Tmax) for each i (3.11)

with " ∈ (0, 1
n
). In particular, the solution is convex for all t and therefore satisfies

�j ≤ H on M × [0, Tmax) for each j. (3.12)

4 The normalized equation

The solution of the curvature flow (1.1) may shrink to a point if ℎ is small enough

(e.g. ℎ = 0 [14]), or expand to infinity if ℎ is large enough (e.g. ℎ is a constant and

ℎ > supx∈Mn F (x, 0)). The solution can also converge to a smooth hypersurface, for

some special initial hypersurface and ℎ (e.g. volume-preserving flow by powers of the

mth mean curvature [2]). In order to see this, we normalize the equation (1.1) by keeping

some geometrical quantity fixed, for example as in [6, 9] the total area of the hypersur-

facesMt. As that mentioned in Section 1, multiplying the solutionX of (1.1) at each time

0 ≤ t < Tmax with a positive constant  (t) such that the total area of the hypersurfaces

M̃t given by

X̃(x, t) =  (t)X(x, t)

has total area equal to ∣M0∣, the area of M0∫
M̃t

d�̃t = ∣M0∣, 0 ≤ t < Tmax. (4.1)
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Then we introduce a new time variable t̃(t) =
∫ t

0
 (�)m+1d� , such that ∂t̃

∂t
=  m+1.

As in [6, 9], for a geometric quantity P on Mt, we denote by P̃ the corresponding

quantity on the rescaled hypersurface M̃t̃. By direct calculation we have

g̃ij =  2gij, ℎ̃ij =  ℎij,

H̃ =  −1H, ∣Ã∣2 =  −2∣A∣2,
K̃ =  −nK, H̃m =  −mHm,

F̃ =  −mF, d�̃ =  nd�,

and so on. If we differentiate (4.1) for time t, we obtain

 −1∂ 

∂t
=

1

n

∫
M

(F − ℎ)Hd�∫
M
d�

=
1

n
�.

Now by differentiating X̃ with respect to t̃, we derive the normalized evolution equa-

tion for a different maximal time interval 0 ≤ t̃ < T̃max⎧⎨⎩
∂
∂t̃
X̃(x, t̃) = {ℎ̃(t̃)− F̃ (x, t̃)}ṽ(x, t̃) + 1

n
�̃(t̃)X̃(x, t̃),

X̃(⋅, 0) = X0,
(4.2)

where ℎ̃ =  −mℎ, �̃ =  −m−1� and � is given by

� =

∫
M

(F − ℎ)Hd�∫
M
d�

. (4.3)

As in Lemma 3.1, we have the following evolution equations for various geometric

quantities under the rescaled flow (1.3).

Lemma 4.1. The following evolution equations hold for any solution to equation (1.3).

(1) ∂
∂t̃
g̃ij = 2(ℎ̃− F̃ )ℎ̃ij + 2

n
�̃g̃ij .

(2) ∂
∂t̃
d�̃t̃ = (ℎ̃− F̃ )H̃d�̃t̃ + �̃d�̃t̃.

(3) ∂
∂t̃
F̃ = ℒF̃ F̃ − (ℎ̃− F̃ )F̃ pqℎ̃pkℎ̃

k
q −

m
n
�̃F̃ .

(4) ∂
∂t̃
ℎ̃ij = ℒF̃ ℎ̃ij + F̃ pq,rs∇iℎ̃pq∇jℎ̃rs + F̃ pqℎ̃pkℎ̃

k
q ℎ̃ij +

(
ℎ̃− (m + 1)F̃

)
ℎ̃ikℎ̃

k
j + 1

n
�̃ℎ̃ij .

(5) ∂
∂t̃
H̃ = ℒF̃ H̃ + F̃ pq,rs∇iℎ̃pq∇iℎ̃rs −

(
ℎ̃+ (m − 1)F̃

)
∣Ã∣2 + F̃ pqℎ̃pkℎ̃

k
qH̃ − 1

n
�̃H̃.

(6) ∂
∂t̃
K̃ = ℒF̃ K̃ −

∣∇K̃∣2
F̃

K̃
+ K̃

(
b̃ijF̃ pq,rs∇iℎ̃pq∇jℎ̃rs − F̃ pq∇pb̃

ij∇qℎ̃ij
)

−
(
ℎ̃+ (m − 1)F̃

)
H̃K̃ + nK̃F̃ pqℎ̃pkℎ̃

k
q − �̃K̃.

Lemma 4.2. If M̃t̃ is a hypersurface in ℝn+1 evolving under (1.3), the mth mean curvature

H̃m and its th power F̃ satisfy the following evolution equations:

∂

∂t̃
H̃m = H̃−1

m

(
ℒc̃H̃m + ( − 1)

∣∇H̃m∣2c̃
H̃m

)
+ (F̃ − ℎ̃)c̃ijℎ̃ikℎ̃

k
j −

m

n
�̃H̃m
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and

∂

∂t̃
F̃ = H̃−1

m ℒc̃F̃ + 
F̃ − ℎ̃
H̃m

F̃ c̃ijℎ̃ikℎ̃
k
j −

m

n
�̃F̃ . (4.4)

In the remainder of this section, we will estimate the inner and outer radii of the nor-

malized hypersurfaces M̃ . First we see that since at each time the whole configuration

of M̃ is only dilated by a constant factor  , the solutions to (4.2) are compact and convex

hypersurfaces, then Lemma 2.3 still holds for r̃+ and r̃− with the same constant C3. It is

easy to see that Lemma 3.5 and Corollary 3.6 still hold for the rescaled flow (1.3) because

of the scaling invariance of the quotient Q̃ = K̃/H̃n. Combination of (3.11) and (3.12)

yields

"H̃ ≤ �̃i ≤ H̃ on M̃ × [0, T̃max) for each i, (4.5)

for some " ∈ (0, 1
n
]. The hypersurface M̃ encloses a region Ṽ of volume ∣Ṽ ∣. Then by

Lemma 2.2

C−1
1 ∣M̃ ∣

n+1
n ≤ ∣Ṽ ∣ ≤ C1∣M̃ ∣

n+1
n . (4.6)

Since ∣Ṽ ∣ is controlled by the volume of its inner and outer sphere

C4r̃
n+1
− ≤ ∣Ṽ ∣ ≤ C4r̃

n+1
+ ,

for a constant C4, we obtain the following estimate by the fixed total area of M̃ by (4.6)

r̃+ ≥ C5 and r̃− ≤ C6, (4.7)

for some two positive constants C5 and C6.

By Lemma 2.3 and (4.7) we have

Proposition 4.3. The lower bound of the inner radius and the upper bound of the outer

radius of M̃t̃ are all uniformly bounded, i.e.

C−1
7 ≤ r̃− ≤ r̃+ ≤ C7

for some constant C7 and all t̃ ∈ [0, T̃max).

Now for any given time sequence {Ti}, Ti ∈ [0, Tmax), such that Ti → Tmax as i →
∞, there corresponds to a sequence { i =  (Ti)}. By limiting theory, there exists at

least one accumulation of this sequence. Denote by Λi the minimal accumulation of the

sequence { i =  (Ti)}. We define Λ to be the infimum of Λi for all possible sequences

{ i =  (Ti)}, i.e.

Λ = inf {Λi∣Λi is the minimal accumulation of a sequence { i =  (Ti)} ,
where {Ti} is any sequence in [0, Tmax) such that Ti → Tmax as i→∞} .
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Therefore by the method of extracting diagonal subsequences we have a subsequence,

still denoted by { i =  (Ti)}, which converges to Λ as Ti → Tmax (or i → ∞), that is to

say we have the following limit

lim
i→∞

 i = Λ. (4.8)

There are three cases in terms of the limit Λ: Λ = ∞, 0 < Λ < ∞ and Λ = 0. We will

consider the three cases separately in the sequel.

5 Case (I) Λ =∞

In this section we consider the case Λ = ∞, and prove Theorem 1.1 (I). Since r̃+ =

 r+, we have by Proposition 4.3

C−1
7

 
≤ r+ ≤

C7

 
,

which implies that for the sequence {Ti} in last section (see (4.8)), we have a limit

lim
Ti→Tmax

r+(Ti) = 0. (5.1)

By limiting theory, there exists a time T ∗ < Tmax such that for any Ti ≥ T ∗, r+(Ti) is less

than any given positive number r∗. By the assumption (1.5), ℎ(t) has a uniformly upper

bound ℎ+ on [0, Tmax) (We can always assume ℎ+ > 0 even in the case of ℎ(t) = 0). We

now choose r∗ is less than (1/ℎ+)1/m .

We follow an idea in [1, 9, 18] to prove the following lemma which implies that when

t is very near Tmax, Mt is in fact contracting.

Lemma 5.1. When t ≥ T ∗, the regions enclosed by the hypersurfaces Mt are decreasing.

Furthermore Tmax < ∞, and the solutions to (1.1) converge uniformly to a point in ℝn+1

as t→ Tmax.

Proof. Let ∂Br∗(O) be a sphere in ℝn+1 centered at the origin O, with radius r∗. Since

the outer radius ofMT ∗ is less than r∗, without loss of generality, we can assume that the

hypersurface MT ∗ is enclosed by ∂Br∗(O). Now we evolve the sphere ∂Br∗(O) in terms

of (1.1), the radius rB(t) satisfies⎧⎨⎩
drB(t)
dt

= ℎ− 1
rB(t)m

≤ ℎ+ − 1
rB(t)m

, t ≥ T ∗,

rB(T ∗) = r∗,
(5.2)

which yields that rB(t) is decreasing because r∗ < (1/ℎ+)1/m . Then by containment

principle, we see that the enclosed regions of Mt are decreasing for t ≥ T ∗.
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Furthermore it can be checked that the solution to the differential inequality (5.2) is

given by

rB(t) +
1

ℎ+

∫ rB(t)

r∗

1

rB(t)m − 1
ℎ+

drB(t) ≥ ℎ+(t− T ∗) + r∗, (5.3)

which yields the finiteness of Tmax since the left hand side of (5.3) is uniformly bounded

for t ≥ T ∗.

By convexity in Lemma 3.5, the pinching estimate in Lemma 2.3 will imply the uni-

formly convergence of solutions to (1.1) to a point if we can show that the enclosed area

of Mt tends to 0 as t→ Tmax. We claim that lim supt→Tmax
maxMt∣A∣2 = +∞. Suppose not,

we can show that under the assumption lim supt→Tmax
maxMt ∣A∣2 < +∞, the surface Mt

converges to a smooth limiting surface MTmax (see Proposition 3.5 in [14]). By the short

time existence we get a contradiction to the maximality of Tmax. Therefore X(⋅, t) must

converge to a point as t→ Tmax. This completes the proof of the lemma.

Remark 5.2. (1) By the strict parabolic maximum principle, as for the mean curvature

flow, we have the containment principle. If two closed initial hypersurfaces M1 lies in the

domain enclosed by M2, then they remain so under the flow for 0 ≤ t < Tmax. To prove

this, we assume that M1 intersects M2 at some point x0 ∈ Mn for the first time t0. It can

be seen that ℎ(1)
ij (x0, t0) ≥ ℎ

(2)
ij (x0, t0), so by the monotonicity condition of F (see part (1) of

Lemma 2.1), F
(
ℎ

(1)
ij (x0, t0)

)
≥ F

(
ℎ

(2)
ij (x0, t0)

)
.

(2) From the proof of Lemma 5.1, we see that the containment principle implies that

r+ tends to zero, as t → Tmax. Therefore by Proposition 4.3 again, the function  (t) must

tend to infinity as t→ Tmax, i.e.

lim
t→Tmax

 (t) =∞.

(3) We can see that for ℎ̄ =∞, (1.1) is still contracting to a point. In fact from the limit

of  (t) in Section 4, we see that Λ is the smallest limit of  . That is to say if Λ =∞, then for

any sequence {Ti} ⊂ [0, Tmax) satisfying Tj → Tmax as j → ∞, limj→∞  (Tj) = ∞. There-

fore similarly by Proposition 4.3, the inner and outer radii of the evolving hypersurfaces

all tend to zero as t→ Tmax. Then the containment principle implies that the solutions to

(1.1) converge to a point as t→ Tmax for all possible limits of ℎ(t).

To understand the solutionX(⋅, t) near the maximal time Tmax, we consider the solu-

tion of the rescaled equation (1.3). We want to bound the mth mean curvature H̃m and

the mean curvature H̃ of M̃t̃. For this purpose, we set S = (X,v) and use a trick of Chow

(Tso) [16] (see also [1, 2, 9, 12, 18]) to consider the function

Φ =
F

S − �
, (5.4)

for a constant � to be chosen later. First we compute the evolution equation of Φ.
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Lemma 5.3. For t ∈ [0, Tmax), for any constant � we have

∂

∂t
Φ = ℒFΦ +

2

S − �
(∇Φ,∇S)F

+
1

(S − �)2

{
(m + 1)F 2 − ℎF − �FF pqℎpkℎ

k
q − ℎ(S − �)F pqℎpkℎ

k
q

}
.

Proof. The proof is similar as in [9]. Because we shall consider the evolution equations

of similar functions in Section 6 and 7, we outline its proof here. We first have

∇iΦ =
∇iF

S − �
− F∇iS

(S − �)2
,

and

∇i∇jΦ =
∇i∇jF

S − �
− ∇iF∇jS +∇iS∇jF

(S − �)2
− F∇i∇jS

(S − �)2
+

2F∇iS∇jS
(S − �)3

,

which yields

ℒFΦ =
1

S − �
ℒFF −

F

(S − �)2
ℒFS −

2

S − �
(∇Φ,∇S)F . (5.5)

By Lemma 3.1 (4) and (8), we have the time derivative of Φ

∂

∂t
Φ =

1

S − �
ℒFF −

1

S − �
(ℎ− F )F pqℎpkℎ

k
q

− F

(S − �)2
ℒFS −

F

(S − �)2
SF pqℎpkℎ

k
q −

F

(S − �)2

(
ℎ− (m + 1)F

)
. (5.6)

Therefore by combining (5.5) and (5.6), we obtain the expression

∂

∂t
Φ = ℒFΦ +

2

S − �
(∇Φ,∇S)F −

1

S − �
(ℎ− F )F pqℎpkℎ

k
q

− 1

(S − �)2
SFF pqℎpkℎ

k
q −

1

(S − �)2
ℎF +

1

(S − �)2
(m + 1)F 2

= ℒFΦ +
2

S − �
(∇Φ,∇S)F

+
1

(S − �)2

{
(m + 1)F 2 − ℎF − �FF pqℎpkℎ

k
q − ℎ(S − �)F pqℎpkℎ

k
q

}
,

which establishes the lemma.

For t ∈ [0, T ∗], Mt is smooth, compact and convex, and therefore the mth mean cur-

vature Hm and the mean curvature H are uniformly bounded in this time interval. Sim-

ilarly, the mth mean curvature H̃m and the mean curvature H̃ of M̃ are also bounded in

the corresponding time interval. Moreover we can prove the following

Lemma 5.4. There exist positive constants C8 and C9 such that for any t̃ ∈ [0, T̃max),

H̃m(x, t̃) ≤ C8 and H̃(x, t̃) ≤ C9, ∀x ∈Mn.
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Proof. Let T̃ ∗ =
∫ T ∗

0
 (t)m+1dt. For any t̃ ∈ [0, T̃ ∗], M̃t̃ is a smooth, compact and convex

hypersurface, the velocity F̃ of the flow is therefore uniformly bounded in [0, T̃ ∗].

Consider any time t0 ∈ [T ∗, Tmax), and choose the origin of ℝn+1 to be the center of

the sphere of radius r−(t0), which is enclosed by X(⋅, t0). By Lemma 5.1, on the time

interval [T ∗, t0], the function satisfies

S = (X,v) ≥ r−(t0).

Let � = 1
2
r−(t0), we consider the function Φ(x, t) defined in (5.4) for any (x, t) ∈Mn×

[T ∗, t0]. Let (x1, t1) ∈Mn×[T ∗, t0] be such that Φ achieves the maximum sup{Φ(x, t)∣(x, t) ∈
Mn × [T ∗, t0]}. If t1 = T ∗, we are done, since in this case, F (x, t0) ≤ constant. Thus we

may assume t1 > T ∗, then by Lemma 5.3, at (x1, t1)

(m + 1)F 2 − ℎF − �FF pqℎpkℎ
k
q − ℎ(S − �)F pqℎpkℎ

k
q ≥ 0.

We use

F pqℎpkℎ
k
q = F i�2

i ≥ "HF i�i = "mFH

to obtain

(m + 1)F (F + ℎ) ≥ (m + 1)F 2 − ℎF ≥ �"mHF (F + ℎ),

then

H(x1, t1) ≤ m + 1

�"m
.

By Lemma 2.1 (4) we have

F (x1, t1) ≤
(H(x1, t1)

n

)m
≤
(m + 1

�"mn

)m
.

Therefore for any x ∈Mn,

Φ(x, t0) =
F (x, t0)

S(x, t0)− �
≤ Φ(x1, t1),

which implies

F (x, t0) ≤
(2(m + 1)

"mn

)m 1

r−(t0)m
,

where we have used Lemma 2.3. By combining with Proposition 4.3, we have

F̃ (x, t̃0) ≤
(2C7(m + 1)

"mn

)m
,

for all x ∈Mn. Here t̃0 =
∫ t0

0
 (t)m+1dt.

Since t0 ∈ [T ∗, Tmax) is arbitrary, t̃0 ∈ [T̃ ∗, T̃max) is also arbitrary, we thus have the

uniform bound on F̃ in [T̃ ∗, T̃max). Combination with the bound in [0, T̃ ∗], we at last

arrive at the inequality F̃ (x, t̃) ≤ C10, for a constant C10.
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Then

H̃m(x, t̃) = F̃ (x, t̃)1/ ≤ C
1/
10 = C8, ∀x ∈Mn.

Moreover, by homogeneity and the inequality (3) in Lemma 2.1, we have

mF = F i�i ≥ "Htr(F i) ≥ "HmF 1− 1
m .

We therefore at last get

H̃(x, t̃) ≤ "−1F̃ (x, t̃)1/m = "−1H̃1/m
m ≤ "−1C

1/m
8 = C9, ∀x ∈Mn. (5.7)

The above result allows us to obtain a uniform upper bound on the quantity �̃.

Lemma 5.5. There exists a positive constant C11 such that

�̃(t̃) ≤ C11 (5.8)

holds for any t̃ ∈ [0, T̃max).

Proof. Let T̃ ∗ =
∫ T ∗

0
 (t)m+1dt. For any t̃ ∈ [0, T̃ ∗], ℎ̃(t̃) is a nonnegative continuous

function, ℎ̃ is therefore uniformly bounded in [0, T̃ ∗].

By the assumption (1.5), ℎ(t) has a uniformly upper bound ℎ+ on [0, Tmax). Since

Λ =∞, we can assume that for any t ≥ T ∗, (t) is greater than any given positive number

N . Then, we have

ℎ̃(t̃) =  −mℎ ≤ N−mℎ+, ∀t̃ ≥ T̃ ∗,

here t̃ =
∫ t

0
 (�)m+1d� .

Therefore, combination with the bound in [0, T̃ ∗], we at last arrive at the uniform

bound on ℎ̃ in [0, T̃max], that is, there exists a constant C12 such that for any t̃ ∈ [0, T̃max),

ℎ̃(t̃) ≤ C12. (5.9)

Note that

�̃ =  −m−1

∫
M

(F − ℎ)Hd�∫
M
d�

=

∫
M

(F̃ − ℎ̃)H̃d�∫
M
d�

≤
∫
M

(F̃ + ℎ̃)H̃d�∫
M
d�

≤ (F̃ + ℎ̃)H̃,

combination with (5.9), the lemma follows.

Since our hypersurfaces are convex, the bound on H̃ we have just obtained implies

a bound on all principal curvatures. As a consequence, one can prove that M̃t̃ can be

locally written as a graph with uniformly bounded C2 norm (see [2, 15, 17]).
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Corollary 5.6. There exists r̃, � > 0 (depending only on max H̃) with the following prop-

erty. Given any (p̄, t̄) ∈ M̃ × (0, T̃max), there is a neighborhood Ũ of the point x̄ = X̃(p̄, t̄)

such that M̃t̃ ∩ Ũ coincides with the graph of a smooth function

ũ : Br̃ × ℐ → ℝ, for all t̃ ∈ ℐ.

Here Br̃ ⊂ Tp̄M̃t̄ is the ball of radius r̃ centered at x̄ in the hyperplane tangent to M̃t̄ at x̄,

and ℐ is the time interval ℐ = (max{t̄− �, 0},min{t̄ + �, T̃max}). In addition, the C2 norm

of ũ is uniformly bounded (by a constant depending only on max H̃).

Next we want to prove the existence of the limiting hypersurface (see [2]). To do this,

an essential step is the derivation of some kind of estimate on the curvature (e.g. a Har-

nack inequality, or a Hölder estimate) which is uniform in time. Such an estimate allows

us to say that, if the curvature is positive at a given point of our hypersurface, then it also

satisfies a uniform lower bound in a whole neighborhood. However, there is a difficulty

in deriving this type of inequalities, which has been pointed out in [15] and is related to

the fact that the speed we are considering has a homogeneity degree greater than one in

the curvatures; namely, we cannot ensure a condition that the evolution equations for

the curvatures are uniformly parabolic. In fact, the operators ℒc̃ and ℒF̃ which appear

in the equations, in contrast with the standard Laplacian △, become degenerate if the

curvatures go to zero, and this is exactly the behavior we are not able to exclude at this

stage.

Consequently, we will make use of regularity theory for degenerate parabolic equa-

tions. Similar as in [15], we will prove a uniformC�-estimate for themth mean curvature

H̃m by means of Lemma 2.5, valid for equations of porous medium type. The procedure

here is more complicate than in [15]; in particular, it is necessary to rewrite down the

evolution equation for H̃m in a particular form which suits to the hypotheses of the reg-

ularity theorem.

Lemma 5.7. In a local coordinate system, the evolution equation for the mth mean cur-

vature H̃m under rescaled flow (1.3) can be written as

∂

∂t̃
H̃m = Di

(
d
H̃

1−m
m

m c̃ijDjH̃
d
m

)
+ Γ̃jjlc̃

liDiH̃

m +

(
H̃
m − ℎ̃

)
c̃ijℎ̃ikℎ̃

k
j −

m

n
�̃H̃m, (5.10)

where d =  + m−1
m

and Di denote derivatives with respect to the coordinates.

Proof. By the definition of cij , we can write down F̃ ij = H̃−1
m c̃ij , thus the evolution

equation for H̃m becomes

∂

∂t̃
H̃m = ℒc̃F̃ + (F̃ − ℎ̃)c̃ijℎ̃ikℎ̃

k
j −

m

n
�̃H̃m. (5.11)

As in [2], using part (5) in Lemma 2.1 we have

ℒc̃ = Di

(
c̃ijDj

)
+ Γ̃iilc̃

ljDj.
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Then, if we set d =  + m−1
m

, we have

ℒc̃F̃ =


d
Di

(
c̃ijH̃

1−m
m

m DjH̃
d
m

)
+ Γ̃iilc̃

ljDjF̃ .

By substitution of this in (5.11), we reach formula (5.10) in the statement.

Same as in [2], choosing a coordinate system such that g̃ij is identity and ℎ̃ij is diag-

onal at a given point, we can easily estimate the tensor c̃ij . It is easy to see that

c̃ij =
∂H̃m

∂�̃i
�ij.

By definition of Hm, the derivative ∂H̃m/∂�̃i is a sum of products of m − 1 principal

curvatures. Hence we find, for any vector � ∈ ℝn,

C ′m,n�̃
m−1
1 ∣�∣2 ≤ c̃ij�i�j ≤ C ′′m,n�̃

m−1
n ∣�∣2

for suitable constants C ′m,n, C ′′m,n depending only on m, n. It follows

C ′m,n("H̃)m−1∣�∣2 ≤ c̃ij�i�j ≤ C ′′m,nH̃
m−1∣�∣2.

For short, we express a double bound like the above one by writing down c̃ij ≈ H̃m−1g̃ij.

With this notation, we also obtain

H̃
1−m
m

m c̃ij ≈ g̃ij, (5.12)

because H̃ ≈ H̃
1/m
m by part (4) of Lemma 2.1 and (5.7). Another useful inequality related

to c̃ is

c̃ijℎ̃ikℎ̃
k
j = c̃ii�̃2

i ≤ C ′′m,nH̃
m−1

∑
i

�̃2
i = C ′′m,nH̃

m−1∣Ã∣2 ≤ B′′m,nC
m+1
9 , (5.13)

which is true thanks to convexity and Lemma 5.4.

Similar as in [2, 15], we also need the following lemma.

Lemma 5.8. There is a constant C13 > 0 depending on n, m,  and M0 such that∫ t̃2

t̃1

∫
M̃

∣∇H̃d
m∣2d�̃t̃dt̃ ≤ C13(1 + t̃2 − t̃1).

Proof. Using (5.12), by direct computation we have∫
M̃

∣∇H̃d
m∣2d�̃t̃ ≈

∫
M̃

H̃
1−m
m

m ∣∇H̃d
m∣2c̃d�̃t̃

=
d



∫
M̃

(
∇F̃ ,∇H̃d

m

)
c̃
d�̃t̃ = −d



∫
M̃

H̃d
mℒc̃F̃ d�̃t̃,
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where the last equality follows using integration by parts and Lemma 2.1 (5). Next, we

can use the evolution equation (5.11) to deduce∫
M̃

∣∇H̃d
m∣2d�̃t̃ ≈ − d

(d+ 1)

∫
M̃

∂H̃d+1
m

∂t̃
d�̃t̃ +

d



∫
M̃

(F̃ − ℎ̃)H̃d
mc̃

ijℎ̃ikℎ̃
k
jd�̃t̃ −

md

n

∫
M̃

�̃H̃d+1
m d�̃t̃

≤ C14
d

dt̃

∫
M̃

H̃d+1
m d�̃t̃ + C15.

Notice that C15 comes from (4.5), (5.8), (5.9), (5.13) and the bounds in Lemma 5.4. Fi-

nally, recall 0 < H̃m ≤ C8 and, by Proposition 4.3, M̃t̃ is contained in a ball of radius C7;

these facts can be applied (after integrating the above inequality on [t̃1, t̃2]) to achieve

the estimate in the statement.

Proposition 5.9. There are constants C16(n,m, ,M0) > 0 and 0 < � < 1 such that for

every (x̄, t̄) ∈ M̃ × (0, T̃max), the �-Hölder norm in space-time of H̃m on a neighborhood,

say Ũ ⊂ M̃ × (0, T̃max) is bounded by C16, i.e.

∥H̃m∥C�(Ũ) ≤ C16.

Proof. We use the local parametrization of M̃t̃ as the graph of a function ũ : Br̃ × ℐ →
ℝn+1 coming from Corollary 5.6, where ℐ = (max{t̄−�, 0}, t̄+�) for � not depending on t̄.

UsingDi to denote the derivatives with respect to these local coordinates, and choosing

as positive normal the one which points below, we have (see [2, 5, 17])

g̃ij = �ij +DiũDjũ, g̃ij = �ij − DiũDjũ

1 + ∣Dũ∣2
,

and

ℎ̃ij =
Dijũ(

1 + ∣Dũ∣2
) 1

2

.

In addition, the Christoffel symbols have the expression

Γ̃kij =
(
�kl − DkũDlũ

1 + ∣Dũ∣2
)
DijũDlũ. (5.14)

It is not restrictive to assume that t̄ > � , since the C� norm of H̃m on M̃ × [0, � ] is clearly

finite by the compactness of M̃ .

If we consider c̃ijℎ̃ikℎ̃kj as a function of x ∈ Br̃, (5.10) can be regarded as an equation

of the form (2.2) for � = H̃m, with

aij =


d
H̃

1−m
m

m c̃ij, and f(x, t, �,D�) = Γ̃jjlc̃
liDiH̃


m + (H̃

m − ℎ̃)c̃ijℎ̃ikℎ̃
k
j −

m

n
�̃H̃m.

Next, notice that

a(�, �) =


d
H̃

1−m
m

m c̃(�, �) ≈ 

d
g̃ij(�, �) =



d
∣�∣2 for any � ∈ ℝn, (5.15)
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combination of (5.8), (5.9), (5.13) and the bounds in Lemma 5.4 yields

∣f ∣ ≤ 

d
∣Γ̃jjlc̃

liH̃
1−m
m

m DiH̃
d
m∣+ b2 ≈



d
∣Γ̃jjlg̃

liDiH̃
d
m∣+ b2 ≤ b1∣DH̃d

m∣+ b2,

where b1 comes from (5.14) and the fact that ũ is C2-uniformly bounded. Moreover,

Lemma 5.8 implies ∫ ∫
Br̃×ℐ

∣DH̃d
m∣2d�̃t̃dt̃ ≤ C17(�).

Therefore, we are in position to apply Lemma 2.5 with r′ = r̃/2 and � = �/2 to deduce

that

∥H̃m∥
C�
(
B r̃

2
×[t̄− �

2
,t̄+ �

2
]
) ≤ C16,

for suitable 0 < � < 1 and C16 > 0 depending on n, m,  and M0.

With the above result, we have

Proposition 5.10. Let Mn be a compact n-dimensional smooth manifold and X̃ : Mn →
ℝn+1 be an immersion pinched in the sense that Q ≥ C0. If M̃t̃ = X̃t̃(M

n) is the solution

to the rescaled flow (1.3), then M̃t̃ exists on [0,∞).

Proposition 5.11. The quotient Q̃ converges to 1
nn

uniformly on M̃ as t̃→∞.

Proof. Let us set � = 1
nn
− K̃

H̃n . By (3.2) we have the following evolution equation

∂

∂t̃
� = ℒF̃�+

n+ 1

nH̃n

(
∇H̃n,∇�

)
F̃
− n− 1

nK̃

(
∇K̃,∇�

)
F̃

+
H̃n

nK̃

∣∣∇�∣∣2
F̃

− Q̃

H̃2

∣∣H̃∇iℎ̃pq − ℎ̃pq∇iH̃
∣∣2
F̃ ,b̃
− Q̃

(
b̃ij − n

H̃
g̃ij
)
F̃ pq,rs∇iℎ̃pq∇jℎ̃rs (5.16)

−
(
ℎ̃+ (m − 1)F̃

) Q̃
H̃

(
n∣Ã∣2 − H̃2

)
.

Applying the maximum principle to equation (5.16), we obtain

max
M̃t̃

� ≤ max
M̃0

�,

where we have used (see Corollary 3.6)

Q̃

H̃2

∣∣H̃∇iℎ̃pq − ℎ̃pq∇iH̃
∣∣2
F̃ ,b̃

+ Q̃
(
b̃ij − n

H̃
g̃ij
)
F̃ pq,rs∇iℎ̃pq∇jℎ̃rs ≥ 0.

Therefore we have shown that the function maxM̃t̃
� is strictly decreasing unless � con-

verges to 0 uniformly on M̃ . This implies that the quotient Q̃ converges to 1
nn

uniformly

on M̃ as t̃→∞.

Theorem 5.12. Let Mn be a compact n-dimensional smooth manifold and X̃ : Mn →
ℝn+1 be an immersion pinched in the sense that Q ≥ C0. If M̃t̃ = X̃t̃(M

n) is the solution

to rescaled flow (1.3), then M̃t̃ converges exponentially as t̃ → ∞ to a round sphere in the

C∞-topology.
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Proof. Let us take any sequence {�j} ⊂ [0,∞) with �j →∞. The uniform bounds on the

curvatures imply that there exists a subsequence (again denoted by �j) such that, up to

translations,

X̃(⋅, �j)→ X̃∞(⋅),

in theC1,�-topology for any� ∈ (0, 1), and M̃∞ = X̃∞(Mn) is a convexC1,1-hypersurface.

By Proposition 4.3, at each time �j we can find a point pj ∈ M̃ such that

H̃(pj, �j) ≥
n

C7

.

Then (5.7) yields

H̃m(pj, �j) ≥ "mH̃m(pj, �j) ≥
("n
C7

)m
= C18 > 0 (5.17)

for each fixed j. Proposition 5.9 implies that H̃m cannot decrease too fast in the sense

that we can find a � > 0 (independent of (pj, �j)) satisfying

H̃m∣B�(pj)×[�j−�,�j+�] ≥
C18

2
. (5.18)

If � is small enough, then M̃t̃ ∩ B�(pj) can be written as the graph of a function ũj for

any t̃ ∈ [�j−�, �j+�] as in Corollary 5.6. Using the arguments of the proof of Theorem 6.4

in [2] on any neighborhood B�(pj)× [�j − �, �j + �], but with upper bounds independent

of time, we can obtain uniform C∞-estimates on the functions ũj in suitable smaller

neighborhood, say of radius �
2

. Therefore, we have that

B �
2
(pj) ∩ M̃�j → B �

2
(p∞) ∩ M̃∞ in C∞,

where X̃(pj, �j)→ p∞ ∈ M̃∞.

Recall that, by Proposition 5.11, the limit must be totally umbilic, and therefore is

a portion of sphere. By (5.17), the sphere has H̃m curvature at least C18. Then, in the

neighborhoods B �
2
(pj) × [�j − �

2
, �j + �

2
] the H̃m curvature becomes arbitrarily close to

a constant value not smaller than C18. Using again the uniform Hölder continuity, we

deduce that (5.18) holds, for j large, in B 3
2
�(pj) instead of B�(pj). Thus we can extend

the region where M̃∞ is known to be spherical. After a finite number of iterations, we

deduce that M̃∞ is a sphere, whose radius is uniquely determined by the fixed total area

∣M0∣.
Since the above argument can be applied to any sequence �j , we conclude that the

whole family M̃t̃ converges to a sphere as t̃ → ∞, possibly up to a translation in space.

This implies that H̃m tends to a positive constant as t̃→∞, and therefore it is bounded

from below by some constant �̃ > 0 for long times. Consequently, the mean curvature H̃

is bounded from below by n�̃1/m > 0 for long times. Thus, we can repeat the argument

in the proof of Proposition 5.11 using

∂

∂t̃
�(t̃) ≤ ℒF̃�+

n+ 1

nH̃n

(
∇H̃n,∇�

)
F̃
− n− 1

nK̃

(
∇K̃,∇�

)
F̃

+
H̃n

nK̃

∣∣∇�∣∣2
F̃
−n(m−1)C0��̃

+1/m�.

83



84 Chuanxi Wu, Daping Tian and Guanghan Li

Then there exists a �′ > 0 and a constant C19, such that

�(t̃) ≤ C19e
−�′ t̃.

In this way we obtain that the rate of convergence of Q̃ to 1
nn

is exponential. With this

property, we can argue exactly as in [15] to conclude that the second fundamental form

of M̃t̃ converges exponentially in C∞ to the one of a sphere. The C∞ convergence of the

second fundamental form implies the C∞ convergence of the immersions and of the

metric by standard arguments (see [1, 15]). This implies that M̃t̃ approaches a sphere as

t̃ → ∞. Of course M̃∞ has the same total area ∣M0∣. Therefore the proof of Theorem 1.1

(I) is completed.

Remark 5.13. It is easy to check that 0 ≤ ℎ < infx∈Mn F (x, 0) is of this case, and T ∗ below

(5.1) is equal to zero.

6 Case (II) 0 < Λ <∞

In this section we consider the case 0 < Λ <∞ and prove the main Theorem 1.1 (II).

Since r̃+ =  r+ and r̃− =  r−, we have by Proposition 4.3

C−1
7

 
≤ r− ≤ r+ ≤

C7

 
,

which implies for the sequence {Ti} in Section 4, there exists a time T ∗ < Tmax such that

for any Ti ≥ T ∗,

C−1
20 ≤ r−(Ti) ≤ r+(Ti) ≤ C20 (6.1)

for some constant C20. The following lemma shows that the inner and outer radii of all

evolving hypersurfaces Mt are uniformly bounded from below and above.

Lemma 6.1. There exists a constant C21 such that

C−1
21 ≤ r−(t) ≤ r+(t) ≤ C21, for any t ∈ [0, Tmax).

Proof. We only prove the upper bound, the lower bound is similar. First we claim that

ℎ̄ > 0 in this case, where ℎ̄ is the limit in (1.5). Suppose not, we can take any ℎ+ > 0, such

that there exists a time T ′ < Tmax and ℎ(t) < ℎ+ for any t ∈ [T ′, Tmax). Then by similar

proof as in Lemma 5.1, we prove that Mt is contracting for t ≥ T ′. Therefore r+(Ti) → 0

as Ti → Tmax, which is a contradiction to (6.1). The claim follows.

¿From the claim we know that there must exist a time T ′ ∈ (T ∗, Tmax) such that for

any t ∈ [T ′, Tmax), ℎ(t) has a positive lower bound ℎ− > 0.

Since Mt for any t ∈ [0, T ′] is smooth, compact and convex, the corresponding outer

radius is uniformly bounded from above in this time interval. Suppose there is a time
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T ′′ > T ′ such that r+(T ′′) > C21. By Lemma 2.3 we can assume C21 is large enough

so that r−(T ′′) > (1/ℎ−)1/m . Again, we evolve a sphere ∂Br−(T ′′)(O) under (1.1). The

solution rB(t) to the differential inequality⎧⎨⎩
drB(t)
dt

= ℎ− 1
rB(t)m

≥ ℎ− − 1
rB(t)m

, t ≥ T ′′,

rB(T ′′) = r−(T ′′) > (1/ℎ−)1/m,
(6.2)

is given by

rB(t) +
1

ℎ−

∫ rB(t)

r−(T ′′)

1

rB(t)m − 1
ℎ−

drB(t) ≥ ℎ−(t− T ′′) + r−(T ′′),

Clearly rB(t)→∞ as t→∞. On the other hand, by containment principle, ∂BrB(t)(O)

is enclosed by Mt for any t ≥ T ′′, since MT ′′ encloses ∂BrB(T ′′)(O). Therefore there ex-

ists some Ti > T ′′ such that r+(Ti) ≥ rB(Ti) > C20, which is a contradiction to (6.1).

Combining the case in [0, T ′], we finish the proof of the lemma.

Remark 6.2. Similar as in Remark 5.2, by Lemma 6.1 and that the hypersurface Mt uni-

formly converges to a round sphere (see below for the proof ), we have a limit

lim
t→Tmax

 (t) = Λ. (6.3)

Following the procedure of [2, 12, 13], we have the following result.

Lemma 6.3. Given any t̄ ∈ [0, Tmax), let x̄ ∈ Vt̄ be such that B(x̄, r̄) ⊂ Vt̄, where r̄ = r−(t̄)

is the inner radius of Mt̄. Then we have

B(x̄, r̄/2) ⊂ Vt for every t ∈ [t̄,min{t̄+ �, Tmax}).

for some constant � depending only on n, m, , ∣M0∣.

Similar as in Section 5, we consider the function Φ defined in (5.4) for t ∈ [t̄,min{t̄ +

�, Tmax}), and � = 1
4
C−1

21 , where C21 is given in Lemma 6.1. By using the same method as

in [2, 12], we obtain the uniform upper bounds of the mth mean curvature Hm and the

mean curvature H.

Proposition 6.4. There exist positive constants C22, C23 depending on n, m, , and M0

such that

Hm(⋅, t) ≤ C22 and H(⋅, t) ≤ C23,

hold for every t ∈ [0, Tmax).
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By Lemma 6.3 and Proposition 6.4, we can prove as in Corollary 5.6 that Mt can be

locally written as a graph of a function u, that is, locally,Mt=graph u(⋅, t), with uniformly

bounded C2 norm. In particular, using Di to denote the derivatives with respect to the

local coordinates, and choosing as positive normal the one which points below, the

Christoffel symbols have the expression (see e.g. [2, 15, 17]):

Γkij =
(
�kl − DkuDlu

1 + ∣Du∣2
)
DijuDlu.

Same as in Section 5 (also see [2]), we have the following results.

Lemma 6.5. In a local coordinate system, the evolution equation for the mth mean cur-

vature Hm under unrescaled flow (1.1) can be written as

∂

∂t
Hm = Di

(
d
H

1−m
m

m cijDjH
d
m

)
+ Γjjlc

liDiH

m +

(
H
m − ℎ

)
cijℎikℎ

k
j ,

where d =  + m−1
m

and Di denote derivatives with respect to the coordinates.

Lemma 6.6. There is a positive constant C24 such that∫ t2

t1

∫
M

∣∇Hd
m∣2d�tdt ≤ C24(1 + t2 − t1).

Now we can prove a uniform C�-estimate for the mth mean curvatureHm, that is, we

have

Proposition 6.7. There are constants C25 > 0 and 0 < � < 1 such that for every (x̄, t̄) ∈
M × (0, Tmax), the �-Hölder norm in space-time of Hm on a neighborhood, say U ⊂ M ×
(0, Tmax) is bounded by C25, i.e.

∥Hm∥C�(U) ≤ C25.

With the above result, we have:

Proposition 6.8. Let Mn be a compact n-dimensional smooth manifold and X : Mn →
ℝn+1 be an immersion pinched in the sense of (1.4). IfMt = Xt(M

n) is the solution to flow

(1.1), then Tmax =∞.

Lemma 6.9. We have ∫ ∞
0

Hmin(t) = +∞,

where Hmin(t) = minM H(⋅, t).

Proof. Set ℱ(t) = minM F (⋅, t). At a point where the minimum is attained, from Lemma

3.1 (4) we get
d

dt
ℱ ≥ (F − ℎ)F pqℎpkℎ

k
q .
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As FF pqℎpkℎ
k
q is always nonnegative because Mt is convex, recalling that ℎ(t) has a uni-

formly upper bound ℎ+ on [0, Tmax), we obtain

d

dt
ℱ ≥ −ℎF pqℎpkℎ

k
q ≥ −ℎ+mHℱ ≥ −m

"
ℎ+ℱ1+ 1

m = C26ℱ1+ 1
m ,

for some constant C26. Now the application of a maximum principle to the above in-

equality yields

ℱ ≥
(
C27 + C28

t

m

)−m
, with C27 = ℱ(0)−

1
m ,

which, together with part (4) of Lemma 2.1, leads to∫ ∞
0

Hmin(t)dt ≥ lim
s→∞

∫ s

0

nℱ
1
m (t)dt ≥ lim

s→∞

∫ s

0

n
(
C27 + C28

t

m

)−1

dt =∞.

Proposition 6.10. The quotient Q converges to 1
nn

uniformly on Mt as t→∞.

Proof. We consider the evolution equation for the quotientQ given in (3.2). From Lemma

6.1, we know that ℎ(t) has a positive lower bound ℎ− > 0 as t > T ′ with T ′ given in

Lemma 6.1. Combining (1.4) and (2.1), we estimate the term containing ℎ as follows:

ℎ
Q

H

(
n∣A∣2 −H2

)
≥ ℎ−QH

n∣A∣2 −H2

H2
≥ C29Hmin(t)(n−n −Q), ∀t > T ′,

withC29 = ℎ−C0�. Set F = supM(n−n−Q)(⋅, t). Then F is a locally Lipschitz continuous

function and satisfies

d

dt
F ≤ sup

ℳ(t)

∂

∂t
(n−n −Q) = sup

ℳ(t)

∂

∂t
(−Q),

whereℳ(t) = {p ∈M ∣F (t) = n−n −Q(p, t)}. Using (3.2), we obtain

d

dt
F (t) ≤ sup

ℳ(t)

[−C29Hmin(t)(n−n −Q)] = −C29Hmin(t)F (t).

Since the sum of the gradient terms in the second row of (3.2) is nonnegative, as shown

in the proof of Corollary 3.6 (or see Theorem 4.3 in [2]). By the maximum principle, we

deduce that

ln F (t) ≤ ln F (0)− C29

∫ t

0

Hmin(�)d� → −∞.

This allows us to conclude that limt→∞F (t) = 0, from which the proposition follows.

Same as in Theorem 5.12 (also see Theorem 7.7 in [2]) we can prove that the solution

to (1.1) converges, exponentially in the C∞−topology, to a round sphere as t→∞. This

finishes the proof of Theorem 1.1 (II).

Remark 6.11. By the limit (6.3), we easily see that M̃t̃ converges to a sphere of total area

∣M0∣.
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7 Case (III) Λ = 0

This section is devoted to discuss the case Λ = 0 and prove the main Theorem 1.1

(III). Similar to Section 5, we have a limit

lim
Ti→Tmax

r−(Ti) =∞. (7.1)

Then there exists a time T ∗ < Tmax such that for any Ti ≥ T ∗, r−(Ti) is greater than any

given positive number N . As before we evolve ∂Br−(T ∗)(O) and ∂Br+(T ∗)(O) under (1.1),

respectively. That is to say, they satisfy the following equation

drB(t)

dt
= ℎ(t)− 1

rB(t)m
, t ≥ T ∗, (7.2)

with initial data r−(T ∗) and r+(T ∗) respectively.

First we consider the case ℎ̄ = 0. Integrating (7.2) from T ∗ to Ti and using integral

mean-value theorem, the outer radius r+
B(t) of Mt satisfies

r+
B(Ti)− r+(T ∗) =

[
ℎ(ti)−

1

r+
B(ti)m

]
(Ti − T ∗), (7.3)

where ti ∈ [T ∗, Ti].

If we suppose Tmax <∞, and take limits of both sides in (7.3), we have limt→Tmax ℎ(t) =

∞, which contradicts to ℎ̄ = 0. So Tmax =∞.

Next we consider the case 0 < ℎ̄ < ∞. In this case, we choose N greater than

(1/ℎ−)1/m (now ℎ− is the uniform positive lower bound of ℎ(t) in [T ∗, Tmax)). There-

fore by (7.2), the inner radius r−B(t) and outer radius r+
B(t) of Mt satisfy the following

inequalities, respectively

r−B(t) +
1

ℎ−

∫ r−B(t)

r−(T ∗)

1

r−B(t)m − 1
ℎ−

dr−B(t) ≥ ℎ−(t− T ∗) + r−(T ∗), (7.4)

and

r+
B(t) +

1

ℎ−

∫ r+B(t)

r+(T ∗)

1

r+
B(t)m − 1

ℎ−

dr+
B(t) ≥ ℎ−(t− T ∗) + r+(T ∗). (7.5)

Lemma 7.1. When t ≥ T ∗, the regions enclosed by the hypersurfaces Mt are increasing.

Furthermore Tmax =∞, and the solutions to (1.1) expand uniformly to∞ as t→∞.

Proof. For t ≥ T ∗, (7.2) implies that rB(t) is increasing since rB(t) > (1/ℎ−)1/m initially.

By containment principle again, the enclosed regions of Mt are increasing. Moreover,

all Mt
′s are contained in the regions between ∂Br−B(t)(O) and ∂Br+B(t)(O) for every t ∈

[T ∗, Tmax).
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Suppose Tmax is finite. Integrating equation (7.2) from T ∗ to t, we have

r+
B(t)− r+(T ∗) =

∫ t

T ∗
ℎ(�)d� −

∫ t

T ∗

1

r+
B(�)m

d�,

which implies that r+
B(t) is uniformly bounded from above in [T ∗, Tmax). This is a contra-

diction to (7.1). Therefore Tmax =∞.

Obviously the diameter of the biggest ball enclosed by Mt tends to∞ as t → ∞ by

(7.4), (7.5) and the containment principle, which implies thatMt expands to∞ as t→∞
in this case. The lemma follows.

Remark 7.2. Lemma 7.1 and Proposition 4.3 imply the limit

lim
t→∞

 (t) = 0. (7.6)

We do not know whether the rescaled mth mean curvature H̃m is uniformly bounded

from above or not, but we can prove that if the rescaled hypersurface M̃t̃ converges to

a smooth hypersurface, it must be a sphere. To this end, we need to estimate the lower

bound of the rescaled mth mean curvature. Again we consider the function

Φ =
F

� − S

for some constant �. As in Lemma 5.3 we have the evolution equation of Φ

Lemma 7.3. For t ∈ [0,∞) and x ∈Mn,

∂

∂t
Φ = ℒFΦ− 2

� − S
(∇Φ,∇S)F

+
1

(� − S)2

{
(�F pqℎpkℎ

k
q + ℎ)F − [(m + 1)F 2 + ℎ(� − S)F pqℎpkℎ

k
q ]
}
.

For any t0 ∈ [T ∗,∞), let � = 2r+(t0) in Lemma 7.3. Then by Lemma 7.1, for any

t ∈ [T ∗, t0],

S = (X,v) ≤ r+(t0).

Applying the maximum principle to the evolution equation of Φ, by the same approach

as in the proof of Lemma 5.4 we have

Lemma 7.4. There are some positive constants C30, C31 and C32 such that for any (x, t̃) ∈
Mn × [0,∞)

F̃ (x, t̃) ≥ C30.

Moreover

H̃m(x, t̃) ≥ C
1/
30 = C31 and H̃(x, t̃) ≥ nC

1/m
30 = C32.

89



90 Chuanxi Wu, Daping Tian and Guanghan Li

At last we show that the eigenvalues of the second fundamental form approach to

each other, when t̃→ T̃max. As before we consider the function defined in Section 5

� =
1

nn
− K̃

H̃n
.

It is easy to see that � ia a scaling invariant. We also have the evolution equation of �

as in (5.16). By similar discussion as in the proof of Theorem 1.1 (I), the rescaled evolving

hypersurfaces M̃t̃ tends to a sphere as t̃ → ∞. This finishes the proof of Theorem 1.1

(III).
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