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#### Abstract

In this paper we consider an example on asymptotic expansions on manifolds with corner singularities. The content is a helpful step to understand how affects the pushforward operation under a $b$-fibration on the asymptotic data on basic objects, namely on $b$-densities.
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## Introduction

Pseudodifferential calculus on configurations with (geometric) singularities, in particular, on manifolds with corners, is an important area of mathematical research. Further, asymptotic structure at the singular points is one of the main problems of singular analysis.

Any operation in analysis consists of some basic processes, such as pull-back and push-forward. In this view it is important to understand how affects the push-forward under an appropriate map on the asymptotic data of the elements under the consideration.

Let $W, V$ be two manifolds with corner singularities and $f: W \rightarrow V$ be a $b$-fibration. Further, let $\mu$ be a compactly supported $b$-density on $W$. The Melrose's Push-Forward Theorem, see in [2], [4], or [5], shows that $f_{*} \mu$ is a $b$-density on $V$ and defines its index family by that of $\mu$ and geometric properties of $f$.

The next natural point is to get the explicit asymptotic expansion of $f_{*} \mu$, i.e., to define the coefficients. For that purpose some general information is to find in [4].

In this paper we consider a special example, namely, the $b$-fibration $f(x, y)=x y$ between the manifolds $\overline{\mathbb{R}}_{+}^{2}$ and $\overline{\mathbb{R}}_{+}$. We get the asymptotic expansion of $f_{*} \mu$ for a compactly supported density $\mu$ on $\overline{\mathbb{R}}_{+}^{2}$ at 0 . Note that this result can be find using the Singular Asymptotics Lemma by Brüning and Seeley, see in [1], or [3]. An advantage of our approach is that the reader is not assumed to be familar with the singular analysis, and this example can be helpful to understand more general results.

I wish to express my thanks to Prof. D. Grieser (University of Oldenburg) for valuable discussions and remarks.

## 1 Push-Forward Theorem

### 1.1 Spaces of polyhomogeneous conormal functions; $b$-integral

In this section we turn to necessary material with some important remarks.
Definition 1.1. A discrete set

$$
E:=\left\{\left(z_{j}, k_{j}\right)\right\}_{j \in \mathbb{N}}
$$

with $\left(z_{j}, k_{j}\right) \in \mathbb{C} \times \mathbb{N}_{0}$ is said to be an index set, if

$$
\operatorname{Re} z_{j} \rightarrow \infty \quad \text { as } \quad j \rightarrow \infty \quad \text { and } \quad(z, k) \in E \Rightarrow(z, s) \in E \quad \text { for any } \quad s \leq k
$$

Definition 1.2. (i) A boundary defining function on a manifold $X$ with boundary $\partial X$ is an up to the boundary smooth function $\rho: X \rightarrow[0, \infty)$ such that $\rho^{-1}(0)=\partial X$ and $d \rho \neq 0$ on $\partial X$. (A function $\rho$ on a manifold with boundary is called smooth up to the boundary iff all derivatives of all orders of $\rho$ are bounded on bounded subsets of $X^{\circ}$.)
(ii) A trivialization near the boundary is a diffeomorphism $(x, y): U \rightarrow[0, \varepsilon) \times \partial X$ where $U$ is a neighbourhood of $\partial X$ in $X$; in particular, $x$ must then be a boundary defining function.

By the next definition we introduce the basic function spaces used in this paper.
Definition 1.3. (i) Let $X$ be a $n$-dimensional manifold with boundary. The space $\Omega_{\mathrm{pc}}^{E}(X)$ of polyhomogeneous conormal functions on $X$ with index set $E$ is defined to be the set of all $u \in C^{\infty}\left(X^{\circ}\right)$ which, in some trivialization $(x, y)$ near the boundary, satisfy

$$
\begin{equation*}
\left|(x \partial x)^{\alpha} \partial_{y}^{\beta}\left(u(x, y)-\sum_{\substack{(z, k) \in E \\ \operatorname{Re} z \leq N}} a_{z, k}(y) x^{z} \log ^{k} x\right)\right| \leq C x^{N} \tag{1}
\end{equation*}
$$

for every $N \in \mathbb{R}, \alpha \in \mathbb{N}_{0}, \beta \in \mathbb{N}_{0}^{n-1}$, for some functions $a_{z, k}(y) \in C^{\infty}(\partial X)$ and some constant $C=C(N, \alpha, \beta)>0$, uniformly on compact subsets of $\partial X$.
If $u$ satisfies the above conditions we also write

$$
\begin{equation*}
u(x, y) \sim \sum_{(z, k) \in E} a_{z, k}(y) x^{z} \log ^{k} x \quad \text { as } \quad x \rightarrow 0 \tag{2}
\end{equation*}
$$

and call the sum on the right side of (2) the asymptotic sum of $u$ as $x \rightarrow 0$.
(ii) Let $X$ be a manifold with corners and boundary hypersurfaces $H_{1}, \ldots, H_{m}$, and let $E_{1}, \ldots, E_{m}$ be index sets. We think of $E_{i}$ as associated to $H_{i}$. The set $\mathcal{E}=\left(E_{1}, \ldots, E_{m}\right)$ is called an index family for $X$.
(iii) Let us now define the corresponding function spaces on manifolds with corners. For the notational convenience we restrict to $\overline{\mathbb{R}}_{+}^{2}$; the extension to the general case does not cause any essential difficulty.

The space $\Omega_{\mathrm{pc}}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{2}\right)$ of polyhomogeneous conormal functions on $\overline{\mathbb{R}}_{+}^{2}$ with index family $\mathcal{E}=(E, F)$ is defined to be the set of all functions $u$ on $\overline{\mathbb{R}}_{+}^{2}$ that satisfy the conditions of (i) with $C y^{-J-1} x^{N}\left(J=\inf F:=\inf \left\{\operatorname{Re} w: \exists s \in N_{0} \quad\right.\right.$ such that $\left.\left.(w, s) \in F\right\}\right)$ as the right side of the inequality (1) and the coefficients $a_{z, k}(y)$ polyhomogeneous conormal with index set $F$ in the sense of (i) ( for the manifold with boundary $\overline{\mathbb{R}}_{+}$).

Remark 1.4. The definitions of the spaces $\Omega_{p c}^{E}(X), \Omega_{p c}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{2}\right)$, etc. are correct, i.e., independent of the choice of boundary defining functions, if one assume that $E$ (analogously $F$ ) satisfies the condition:

$$
\begin{equation*}
(z, k) \in E \Rightarrow(z+1, k) \in E . \tag{3}
\end{equation*}
$$

Definition 1.5. (i) Ab-density on $\overline{\mathbb{R}}_{+}\left(\overline{\mathbb{R}}_{+}^{2}\right)$ polyhomogeneous conormal with index set $E$ (index family $\mathcal{E}$ ) is a density of the form

$$
u(x) \frac{d x}{x} \quad\left(u(x, y) \frac{d x}{x} \frac{d y}{y}\right)
$$

with $u(x) \in \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+}\right)\left(u(x, y) \in \Omega_{\mathrm{pc}}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{2}\right)\right)$.
Analogously, a b-density on $\overline{\mathbb{R}}_{+}^{k} \times \mathbb{R}^{n-k}$ polyhomogeneous conormal with index family $\mathcal{E}=\left(E_{1}, \ldots, E_{k}\right)$ is a density of the form

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{n}\right) \frac{d x_{1}}{x_{1}} \ldots \frac{d x_{k}}{x_{k}} \cdot d y_{1} \cdots d y_{n-k} \tag{4}
\end{equation*}
$$

with $u\left(x_{1}, \ldots, x_{n}\right) \in \Omega_{\mathrm{pc}}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{k} \times \mathbb{R}^{n-k}\right)$.
((4) is independent of the choice of coordinates if each of $E_{i}, i=1, \ldots, k$, satisfies the condition (3).)
(ii) $B y{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{\mathcal{E}}(X)$ we denote the set of all b-densities on the manifold with corner $X$ polyhomogeneous conormal with index family $\mathcal{E}$.

Remark 1.6. In this paper we will consider only compactly supported polyhomogeneous conormal functions with integer index sets: $(z, k) \in E \Rightarrow z \in \mathbb{Z}$. In particular, u may be replaced by $\omega u$ for a cut-off function $\omega$ on $\overline{\mathbb{R}}_{+}$(i.e., $\omega \in C_{0}^{\infty}\left(\overline{\mathbb{R}}_{+}\right)$such that $\omega=1$ in a neighbourhood of zero).

In the next part of this section we illustrate the so-called " $b$-integral" of $b$-densities. We consider the one-dimensional case, $\overline{\mathbb{R}}_{+}$; the general case is of an analogous structure.

Let $\mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+}\right)$for an index set $E$. The integral $\int_{\mathbb{R}_{+}} \mu$ diverges unless $E \subset \mathbb{N} \times \mathbb{N}_{0}$. To avoid this problem we "regularize" the latter; we replace usual integrals by $b$-integrals.

First note that

$$
I(x):=\int_{x}^{\infty} \mu \in \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+}\right)
$$

(about the calculation see (8) below).
Definition 1.7. The $b$-integral of $\mu$, denoted by

$$
\begin{equation*}
f_{\mathbb{R}_{+}} \mu \tag{5}
\end{equation*}
$$

is defined to be the constant in the asymptotic expansion of $I(x)$ as $x \rightarrow 0$.
Remark 1.8. (i) For an integrable b-density the b-integral coincides with the ordinary integral.
(ii) Let us give an explicit expression for (5). Using Remark 1.6 and the asymptotic expansion of $u$ with $\mu=u(x) \frac{d x}{x}$, the general terms to be considered are

$$
\begin{equation*}
f_{\mathbb{R}_{+}} \omega(x) x^{z} \log ^{k} x \frac{d x}{x}, \quad z \in \mathbb{Z}, k \in \mathbb{N}_{0} . \tag{6}
\end{equation*}
$$

Moreover, let us write

$$
\begin{equation*}
u(x)=\omega(x) \cdot \sum_{\substack{(z, k) \in E \\ z \leq 0}} a_{z k} x^{z} \log ^{k} x+r(x), \tag{7}
\end{equation*}
$$

where $r(x) \in \Omega_{\mathrm{pc}}^{\mathbb{N} \times \mathbb{N}_{0}}\left(\overline{\mathbb{R}}_{+}\right)$; since $f_{\mathbb{R}_{+}} r(x) \frac{d x}{x}=\int_{\mathbb{R}_{+}} r(x) \frac{d x}{x}$ we only need to consider (6) for $z \leq 0$.

Integration by parts yields

$$
\int_{x}^{\infty} \omega(y) y^{z} \log ^{k} y \frac{d y}{y}= \begin{cases}\sum_{s=0}^{k}(-1)^{s+1} \frac{k!}{(k-s)!} z^{-s-1}\left\{x^{z} \log ^{k-s} x+\int_{x}^{\infty} \omega^{\prime}(y) y^{z} \log ^{k-s} y d y\right\}, & z<0  \tag{8}\\ -\frac{1}{k+1}\left\{\log ^{k+1} x+\int_{x}^{\infty} \omega^{\prime}(y) \log ^{k+1} y d y\right\}, & z=0\end{cases}
$$

The integrals on the right side are convergent $($ as $x \rightarrow 0)$ and the other terms are polyhomogeneous conormal in $x$ without a constant term. Hence

$$
f_{\mathbb{R}_{+}} \omega(x) x^{z} \log ^{k} x \frac{d x}{x}= \begin{cases}\sum_{s=0}^{k}(-1)^{s+1} \frac{k!}{(k-s)!} z^{-s-1} \int_{\mathbb{R}_{+}} \omega^{\prime}(x) x^{z} \log ^{k-s} x d x, & z<0  \tag{9}\\ -\frac{1}{k+1} \int_{\mathbb{R}_{+}} \omega^{\prime}(x) \log ^{k+1} x d x, & z=0\end{cases}
$$

(iii) (Coordinate invariance) In general the b-integral depends on the choice of the coordinate (i.e., boundary defining function) $x$. Let $\mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+}\right)$and $\inf E=-m, m \in \mathbb{N}_{0}$. Let $x$ and $x^{\prime}$ be boundary defining functions to $\overline{\mathbb{R}}_{+}: x^{\prime}=a(x) x$ for an $0<a(x) \in C^{\infty}\left(\overline{\mathbb{R}}_{+}\right)$. The $b$-integrals corresponding to $x$ and $x^{\prime}$ coincide iff

$$
a(0)=1, \quad a^{(s)}(0)=0, s=1, \ldots, m .
$$

In fact, by (i) we have to show the coordinate invariance of the terms in (6) for $z=$ $-m, \ldots, 0$.

The assertion is an easy consequence from (8). Let us explain the case $z=0$. As shows the second equality of (8) by the transition from $x$ to $x^{\prime}$ in the asymptotic expansion of $\int_{x}^{\infty} \omega(y) \log ^{k} y \frac{d y}{y}$ occurs a new constant term, $-\frac{(\log a(0))^{k+1}}{k+1}$, which implies the condition $a(0)=1$.
(iv) For a meromorphic function $f$ we denote by $\mathrm{R}_{0} f(a)$ the constant in the Laurent expansion of $f$ about a. Let us show that for $f \in \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+}\right)$

$$
\begin{equation*}
f_{\mathbb{R}_{+}} f(x) \frac{d x}{x}=\mathrm{R}_{0}(M f)(0), \tag{10}
\end{equation*}
$$

where $M f$ denotes the Mellin transform of $f: M f(w)=\int_{0}^{\infty} x^{w} f(x) \frac{d x}{x}$. The assertion is obvious for r in (7), so we need only consider the terms $f_{z k}(x):=\omega(x) x^{z} \log ^{k} x$ for $z \leq 0$.

Here we consider the case $k=0$. The Mellin transform of $f_{z 0}$ is a meromorphic function on $\mathbb{C}$ with the single pole at $-z$ of order 1 ; hence

$$
\mathrm{R}_{0}\left(M f_{z 0}\right)(0)= \begin{cases}\lim _{w \rightarrow 0}\left(M f_{z 0}\right)(w), & z<0 \\ \left.\lim _{w \rightarrow 0}\left(w M f_{00}\right)(w)\right)^{\prime}, & z=0\end{cases}
$$

For $\operatorname{Re} w>-z(z<0)$ and $\operatorname{Re} w>0$, integrating by parts, we get

$$
\left(M f_{z 0}\right)(w)=\frac{1}{w+z} \int_{0}^{\infty}\left(x^{w+z}\right)^{\prime} \omega(x) d x=-\frac{1}{w+z} \int_{0}^{\infty} x^{w} \omega^{\prime}(x) x^{z} d x
$$

and

$$
w\left(M f_{00}\right)(w)=\int_{0}^{\infty}\left(x^{w}\right)^{\prime} \omega(x) d x=-\int_{0}^{\infty} x^{w} \omega^{\prime}(x) d x
$$

respectively. Thus

$$
R_{0}\left(M f_{z 0}\right)(0)=\left\{\begin{array}{ll}
-\frac{1}{z} \int_{0}^{\infty} \omega^{\prime}(x) x^{z} d x, & z<0 \\
-\int_{0}^{\infty} \omega^{\prime}(x) \log x d x, & z=0
\end{array}=f_{\mathbb{R}_{+}} f_{z 0}(x) \frac{d x}{x},\right.
$$

cf. (9).

### 1.2 Push-Forward Theorem

We now formulate the Melrose's Push-Forward Theorem in a special case of manifolds with corners, in particular, in the case considered in Section 2.

Definition 1.9. (i) Let $X, Y$ be manifolds with corners und $\rho_{H}$ und $\rho_{G}^{\prime}$ the complete sets of boundary defining functions for the boundary hypersurfaces $\{H\}$ of $X$ and $\{G\}$ of $Y$, respectively. A smooth map $f: X \rightarrow Y$ is said to be a b-map iffor any hypersurface $G$ of $Y$ is

$$
f^{*} \rho_{G}^{\prime}=a_{G} \prod_{H} \rho_{H}^{e(H, G)}, \quad 0<a_{G} \in C^{\infty}(X),
$$

with non-negative integers $e(H, G)$.
In particular, ab-map $f: \overline{\mathbb{R}}_{+}^{2} \rightarrow \overline{\mathbb{R}}_{+}$(in local coordinates) has the form

$$
f(x, y)=a(x, y) x^{\alpha} y^{\beta} \quad \text { for } \quad 0<a(x, y) \in C^{\infty}\left(\overline{\mathbb{R}}_{+}^{2}\right), \quad \alpha, \beta \in \mathbb{N}_{0}
$$

(ii) Ab-fibration $f: X \rightarrow \overline{\mathbb{R}}_{+}$is a b-map such that $f: f^{-1}\left(\mathbb{R}_{+}\right) \rightarrow \mathbb{R}_{+}$is a fibration in the following sense:
for any $t_{0} \in \mathbb{R}_{+}$the preimage $X_{t_{0}}:=f^{-1}\left(t_{0}\right)$ is a manifold and a neighbourhood of $X_{t_{0}}$ in $X$ can be identified (via a diffeomorphism) with $X_{t_{0}} \times U$ for some neighbourhood $U \subset \mathbb{R}_{+}$ of $t_{0}$ such that $f(x, t)=t$ for all $x \in X_{t}, t \in U$.

Let $\mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{\mathcal{E}}(X)$ be compactly supported, $f: X \rightarrow \overline{\mathbb{R}}_{+}$a $b$-fibration and $\mathcal{E}, f$ satisfy the condition (11) below. The Melrose's Push-Forward Theorem shows that $f_{*} \mu \in$ ${ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{F}\left(\overline{\mathbb{R}}_{+}\right){ }^{1}$ for a resulting Index set $F$, defined by $\mathcal{E}$ and $f$, see 12 below.

[^0]Theorem 1.10. Let $X$ be a manifold with corners and $f: X \rightarrow \overline{\mathbb{R}}_{+}$ab-fibration. Let $\mathcal{E}=(E(H))$ (with $E(H)$ an index set to the boundary hypersurface $H$ of $X$ ) such that

$$
\begin{equation*}
\inf E(H)>0 \quad \text { whenever } \quad e(H,\{0\})=0 \tag{11}
\end{equation*}
$$

Then for any compactly supported $b$-density $\mu$ on $X$, polyhomogeneous with index family $\mathcal{E}, f_{*} \mu$ is ab-density on $\overline{\mathbb{R}}_{+}$, polyhomogeneous with index family

$$
\begin{equation*}
\bar{\bigcup}_{e(H,\{0\})>0}^{H}\left\{\left(\frac{z}{e(H,\{0\})}, k\right):(z, k) \in E(H)\right\} ; \tag{12}
\end{equation*}
$$

here $E \square F:=E \cup F \cup\left\{\left(z, k^{\prime}+k^{\prime \prime}+1\right):\left(z, k^{\prime}\right) \in E,\left(z, k^{\prime \prime}\right) \in F\right\}$.
About the conditions of this theorem see [2, Section 3.6].

## 2 Push-Forwards of $b$-densities under the map

$$
f: \overline{\mathbb{R}}_{+}^{2} \rightarrow \overline{\mathbb{R}}_{+}, f(x, y)=x y
$$

Let $f$ be the $b$-fibration $f: \overline{\mathbb{R}}_{+}^{2} \rightarrow \overline{\mathbb{R}}_{+}, f(x, y)=x y=t, \mathcal{E}=(E, F)$ an index family with $E, F \subset \mathbb{Z} \times \mathbb{N}_{0}$, and $\mu$ a compactly supported one in ${ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{2}\right)$. According to the Push-Forward Theorem, $f_{*} \mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{G}\left(\overline{\mathbb{R}}_{+}\right)$with

$$
G=E \cup F .
$$

The purpose of this paper is to compute the asymptotic sum of $f_{*} \mu$ as $t \rightarrow 0$. The consideration will be performed in two steps. First, in Section 2.1, we study smooth $b$-densities $\left(E, F \subset \mathbb{N}_{0} \times\{0\}\right)$, afterwards, in Section 2.2, we consider a more general case $\left(E, F \subset \mathbb{Z} \times \mathbb{N}_{0}\right)$.

### 2.1 Push-forwards of compactly supported smooth $b$-densities

Let $\mu=u(x, y) \frac{d x}{x} \frac{d y}{y}$ for $u \in C_{0}^{\infty}\left(\overline{\mathbb{R}}_{+}^{2}\right)$. For a suitable cut-off function $\omega$ we can also write $\mu=\omega(x) \omega(y) u(x, y) \frac{d x}{x} \frac{d y}{y}$. Moreover, let $f: \overline{\mathbb{R}}_{+}^{2} \rightarrow \overline{\mathbb{R}}_{+}$be as above, $f(x, y)=x y$. Then $f_{*} \mu$ is a smooth $b$-density with an index set $G \subset \mathbb{N}_{0} \times\{0,1\}$ :

$$
f_{*} \mu=\int_{f^{-1}(t)} \mu=g(t) \frac{d t}{t}
$$

with $\Omega_{\mathrm{pc}}^{G}\left(\bar{R}_{+}\right) \ni g(t)=\int_{0}^{\infty} \omega(x) \omega\left(\frac{t}{x}\right) u\left(x, \frac{t}{x}\right) \frac{d x}{x}$. Applying the Mellin transform on $g$ we get

$$
\begin{equation*}
F(w):=M_{t \rightarrow w}(g(t))(w)=M_{y \rightarrow w} \omega(y)\left(M_{x \rightarrow w}(\omega(x) u(x, y))(w, y)\right)(w) . \tag{13}
\end{equation*}
$$

Let $(j, 0) \in E \cap F$. Write the Laurent expansion of

$$
\begin{equation*}
h(w, y):=M_{x \rightarrow w}(\omega(x) u(x, y))(w, y) \tag{14}
\end{equation*}
$$

close to $-j$ :

$$
h(w, y)=\frac{h_{-1}(y)}{w+j}+h_{0}(y)+p(w, y)(w+j)
$$

with a family of holomorphic functions $p(w, y), y \in \overline{\mathbb{R}}_{+}$, in a neighbourhood of $-j$. Let us compute the coefficients $h_{-1}(y)$ and $h_{0}(y)$. For Re $w>0$ integration by parts gives

$$
h(w, y)=\frac{(-1)^{j+1}}{w(w+1) \cdots(w+j)} \int_{0}^{\infty} x^{w+j}(\omega(x) u(x, y))^{(j+1)} d x
$$

which yields

$$
\begin{aligned}
h_{-1}(y)=\lim _{w \rightarrow-j}(w+j) h(w, y) & =-\frac{1}{j!} \int_{0}^{\infty}(\omega(x) u(x, y))^{(j+1)} d x \\
& =\frac{u_{x^{j}}^{(j)}(0, y)}{j!}
\end{aligned}
$$

## Further,

$$
\begin{aligned}
h_{0}(y) & =\mathrm{R}_{0}\left(M_{x \rightarrow w}(\omega(x) u(x, y))(w, y)\right)(-j)=\mathrm{R}_{0}\left(M_{x \rightarrow w}\left(\frac{\omega(x) u(x, y)}{x^{j}}\right)(w+j, y)\right)(-j) \\
& =\mathrm{R}_{0}\left(M_{x \rightarrow w}\left(\frac{\omega(x) u(x, y)}{x^{j}}\right)(w, y)\right)(0)=(\operatorname{by} \operatorname{Remark} 1.8(\mathrm{iv}))=\int_{\mathbb{R}_{+}} \frac{u(x, y)}{x^{j}} \frac{d x}{x} .
\end{aligned}
$$

Iterating this process it is not difficult to show that

$$
\begin{aligned}
& F(w)=M_{y \rightarrow w}(\omega(y) h(w, y))= \\
& \quad \frac{u_{x^{j} y^{j}}^{(2 j)}(0,0)}{(j!)^{2}} \frac{1}{(w+j)^{2}}+\frac{1}{j!}\left(f \frac{u_{x^{j}}^{(j)}(0, y)}{y^{j}} \frac{d y}{y}+\int_{\mathbb{R}_{+}} \frac{u_{y^{j}}^{(j)}(x, 0)}{x^{j}} \frac{d x}{x}\right) \frac{1}{w+j}+q(w)
\end{aligned}
$$

with a holomorphic function $q$ in a neighborhood of $-j$.
Set

$$
\Gamma_{\beta}:=\{w \in \mathbb{C}: \operatorname{Re} w=\beta\} \quad \text { and } \quad S_{\beta}:=\left\{w \in \mathbb{C}: \beta-\frac{1}{2}<\operatorname{Re} w<\beta+\frac{1}{2}\right\}
$$

We return to the function $g$ as the inverse of the Mellin transform of $F$ :

$$
\begin{aligned}
g(t) & =M_{w \rightarrow t}^{-1}(F(w))(t)=\frac{1}{2 \pi i} \int_{\Gamma_{\frac{1}{2}}} t^{-w} F(w) d w \\
& =\frac{1}{2 \pi i} \sum_{j=0}^{N-1}\left(\int_{\Gamma_{-j+\frac{1}{2}}} t^{-w} F(w) d w-\int_{\Gamma_{-j-\frac{1}{2}}} t^{-w} F(w) d w\right)+\frac{1}{2 \pi i} \int_{\Gamma_{-N+\frac{1}{2}}} t^{-w} F(w) d w \\
& =\sum_{j=0}^{N-1} \frac{1}{2 \pi i} \int_{\partial S_{-j}} t^{-w} F(w) d w+\frac{1}{2 \pi i} \int_{\Gamma_{-N+\frac{1}{2}}} t^{-w} F(w) d w \\
& =\sum_{j=0}^{N-1}\left\{\frac{u_{x^{j} y^{j}}^{2 j}(0,0)}{(j!)^{2}} \frac{1}{2 \pi i} \int_{\partial S_{-j}} \frac{t^{-w}}{(w+j)^{2}} d w+\frac{1}{j!}\left(f \frac{u_{y^{j}}^{(j)}(x, 0)}{x^{j}} \frac{d x}{x}\right.\right. \\
& \left.\left.+\int_{\mathbb{R}_{+}} \frac{u_{x^{j}}^{(j)}}{y^{j}}(0, y) \frac{d y}{y}\right) \frac{1}{2 \pi i} \int_{\partial S_{-j}} \frac{t^{-w}}{w+j} d w\right\}+\frac{1}{2 \pi i} \int_{\Gamma_{-N+\frac{1}{2}}}^{t^{-w} F(w) d w} \\
& =\sum_{j=0}^{N-1} t^{j}\left(-\frac{u_{x^{j} y^{j}}^{(2 j}(0,0)}{(j!)^{2}} \log t+\frac{1}{j!} f \frac{u_{y^{j}}^{(j)}(x, 0)}{x^{j}} \frac{d x}{x}+\frac{1}{\mathbb{R}_{+}} f_{\mathbb{R}_{+}} \frac{u_{x}^{(j)}(0, y)}{y^{j}} \frac{d y}{y}\right)+t^{N} \delta(t)
\end{aligned}
$$

with $\delta \in \Omega_{\mathrm{pc}}^{\mathbb{N}_{0} \times\{0,1\}}\left(\overline{\mathbb{R}}_{+}\right)$; i.e.,

$$
\begin{equation*}
g(t) \sim \sum_{j \geq 0} t^{j}\left(-\frac{u_{x^{j} y^{j}}^{(2 j)}(0,0)}{(j!)^{2}} \log t+\frac{1}{j!} f_{\mathbb{R}_{+}} \frac{u_{y^{j}}^{(j)}(x, 0)}{x^{j}} \frac{d x}{x}+\frac{1}{j!} f_{\mathbb{R}_{+}} \frac{u_{x}^{(j)}(0, y)}{y^{j}} \frac{d y}{y}\right) \quad \text { as } \quad t \rightarrow 0 . \tag{15}
\end{equation*}
$$

### 2.2 The general case

Now we consider compactly supported $b$-densities polyhomogeneous with index sets $E, F$ such that $(z, k) \in E$ or $F \Rightarrow z \in \mathbb{Z}, k \in \mathbb{N}_{0}$. Let $I:=\inf E \leq \inf F=: J$ and let $\left(j, k_{j}\right) \in$ $E$ and $\left(j, m_{j}\right) \in F$. For $h(w, y)$ as in (14) the Laurent expansion in a neighbourhood of $-j$ is

$$
\begin{align*}
h(w, y) & =\frac{h_{-k_{j}-1}(y)}{(w+j)^{k_{j}+1}}+\frac{h_{-k_{j}}(y)}{(w+j)^{k_{j}}}+\ldots+\frac{h_{-1}(y)}{w+j} \\
& +h_{0}(y)+h_{1}(y)(w+j)+\ldots+h_{m_{j}}(y)(w+j)^{m_{j}}+(w+j)^{m_{j}+1} g(w, y) \tag{16}
\end{align*}
$$

with a family of holomorphic functions $g(w, y), y \in \overline{\mathbb{R}}_{+}$, in a neighbourhood of $-j$. Write the asymptotic expansion of $u$ at $\mathbb{R}_{+, y}$ :

$$
u(x, y) \sim \sum_{j \geq I} x^{j}\left(\alpha_{j}^{0}(y)+\alpha_{j}^{1}(y) \log x+\cdots+\alpha_{j}^{k_{j}}(y) \log ^{k_{j}} x\right)
$$

For $k \geq 0$, using some obvious properties of the Mellin transform, we get

$$
\begin{aligned}
k!h_{k}(y) & =\mathrm{R}_{0}\left(\left(M_{x \rightarrow w}(\omega(x) u(x, y))(w, y)\right)^{(k)}\right)(-j) \\
& =\mathrm{R}_{0}\left(M_{x \rightarrow w}\left(\frac{\omega(x) u(x, y) \log ^{k} x}{x^{j}}\right)(w+j, y)\right)(-j) \\
& =\mathrm{R}_{0}\left(M_{x \rightarrow w}\left(\frac{\omega(x) u(x, y) \log ^{k} x}{x^{j}}\right)(w, y)\right)(0) \\
& =f_{\mathbb{R}_{+}} \frac{u(x, y) \log ^{k} x}{x^{j}} \frac{d x}{x} .
\end{aligned}
$$

For the coefficients of the negative powers of $w+j$, adding the equality $w M(u(x))(w)=$ $-M\left(x u^{\prime}(x)\right)(w)$, we show that

$$
\begin{equation*}
h_{k}(y)=(-1)^{-k-1}(-k-1)!\alpha_{j}^{-k-1}(y) \quad \text { for } \quad-k_{j}-1 \leq k \leq-1 . \tag{17}
\end{equation*}
$$

Let us prove (17) for $k=-1$ :

$$
\begin{aligned}
h_{-1}(y) & =\mathrm{R}_{0}((w+j) M(\omega(x) u(x, y))(w, y))(-j) \\
& \left.=\mathrm{R}_{0}(w+j) M\left(\frac{\omega(x) u(x, y)}{x^{j}}\right)(w+j, y)\right)(-j) \\
& =\mathrm{R}_{0}\left(-M\left(x\left(\frac{\omega(x) u(x, y)}{x^{j}}\right)^{\prime}\right)(w, y)\right)(0) \\
& =-\int_{\mathbb{R}_{+}}\left(\frac{\omega(x) u(x, y)}{x^{j}}\right)^{\prime} d x=\alpha_{j}^{0}(y) .
\end{aligned}
$$

Putting the values of $h_{k}(y)$ in we get

$$
\begin{aligned}
h(w, y) & =\sum_{k=1}^{k_{j}+1}(-1)^{k-1}(k-1)!\alpha_{j}^{k-1}(y)(w+j)^{-k} \\
& +\sum_{k=0}^{m_{j}} \frac{1}{k!} f \frac{u(x, y) \log ^{k} x}{x^{j}} \frac{d x}{x}(w+j)^{k} \\
& +(w+j)^{m_{j}+1} g(w, y) .
\end{aligned}
$$

Write the asymptotic expansion of $u$ at $\mathbb{R}_{+, x}$

$$
u(x, y) \sim \sum_{j \geq J} y^{j}\left(\beta_{j}^{0}(x)+\beta_{j}^{1}(x) \log y+\cdots+\beta_{j}^{m_{j}}(x) \log ^{m_{j}} y\right)
$$

and of $\alpha_{j}^{k}(y), k=0, \ldots, k_{j}$, as $y \rightarrow 0$

$$
\alpha_{j}^{k}(y) \sim \sum_{i \geq J} y^{i}\left(\gamma_{j i}^{k, 0}+\gamma_{j i}^{k, 1} \log y+\cdots+\gamma_{j i}^{k, m_{i}} \log ^{m_{i}} y\right)
$$

Let us now consider $M_{y \rightarrow w}(\omega(y) h(w, y))(w)$. As in the last section, iterating the above discussion, we get

$$
\begin{aligned}
M_{y \rightarrow w}\left(\omega(y) \alpha_{j}^{k-1}(y)\right)(w) & =\sum_{m=1}^{m_{j}+1}(-1)^{m-1}(m-1)!\gamma_{j j}^{k-1, m-1}(w+j)^{-m} \\
& +\sum_{m=0}^{k_{j}} \frac{1}{m!} f_{\mathbb{R}_{+}} \frac{\alpha_{j}^{k-1}(y) \log ^{m} y}{y^{j}} \frac{d y}{y}(w+j)^{m} \\
& +(w+j)^{k_{j}+1} p_{k}(w)
\end{aligned}
$$

and

$$
\begin{aligned}
& M_{y \rightarrow w}\left(f \frac{\omega(y) u(x, y) \log ^{k} x}{x^{j}} \frac{d x}{x}\right)(w)= \\
& \sum_{m=1}^{m_{j}+1}(-1)^{m-1}(m-1)!\int_{\mathbb{R}_{+}} \frac{\beta_{j}^{m-1}(x) \log ^{k} x}{x^{j}} \frac{d x}{x}(w+j)^{-m}+q_{k}(w)
\end{aligned}
$$

with holomorphic functions $p_{k}$ and $q_{k}$ in a neighbourhood of $-j$.
Summing up, for $F$ as in (13) we have

$$
\begin{aligned}
F(w) & =\sum_{k=1}^{k_{j}+1} \sum_{m=1}^{m_{j}+1}(-1)^{k+m}(k-1)!(m-1)!\gamma_{j j}^{k-1, m-1}(w+j)^{-(k+m)} \\
& +\sum_{k=1}^{k_{j}+1} \sum_{m=0}^{k-1}(-1)^{k-1} \frac{(k-1)!}{m!} \int_{\mathbb{R}_{+}} \frac{\alpha_{j}^{k-1}(y) \log ^{m} y}{y^{j}} \frac{d y}{y}(w+j)^{m-k} \\
& +\sum_{m=1}^{m_{j}+1} \sum_{k=0}^{m-1}(-1)^{m-1} \frac{(m-1)!}{k!} \int_{\mathbb{R}_{+}} \frac{\beta_{j}^{m-1}(x) \log ^{k} x}{x^{j}} \frac{d x}{x}(w+j)^{k-m} \\
& +h(w)
\end{aligned}
$$

with a holomorphic function $h$ in a neighbourhood of $-j$.
The last step is of analogous structure as in Section 2.1; the asymptotic expansion of $g$ is

$$
\begin{align*}
g(t) & \sim \sum_{j \geq J} t^{j}\left(-\sum_{k=1}^{k_{j}+1} \sum_{m=1}^{m_{j}+1} \frac{(k-1)!(m-1)!}{(k+m-1)!} \gamma_{j j}^{k-1, m-1} \log ^{k+m-1} t\right) \\
& +\sum_{j \geq I} t^{j}\left(\sum_{k=1}^{k_{j}+1} \sum_{m=0}^{k-1}(-1)^{m} \frac{(k-1)!}{m!(k-m-1)!} f \frac{\alpha_{j}^{k-1}(y) \log ^{m} y}{y^{j}} \frac{d y}{y} \log ^{k-m-1} t\right) \\
& +\sum_{j \geq J} t^{j}\left(\sum_{m=1}^{m_{j}+1} \sum_{k=0}^{m-1}(-1)^{k} \frac{(m-1)!}{k!(m-k-1)!} f \frac{\beta_{j}^{m-1}(x) \log ^{k} x}{x^{j}} \frac{d x}{x} \log ^{m-k-1} t\right) \tag{18}
\end{align*}
$$

### 2.3 Some conclusions

Let $X$ be a manifold with corner, $H$ a boundary hypersurface and $\rho$ a boundary defining function corresponding to $H$. Define

$$
\begin{aligned}
{[\rho]_{m}(X ; H):=} & \left\{\rho^{\prime}: \rho^{\prime} \text { is a boundary defining function to } H\right. \\
& \text { such that } \left.\rho-\rho^{\prime}=O\left(\rho^{m+2}\right) \text { for } \rho \rightarrow 0\right\} .
\end{aligned}
$$

Let $\mu=u(x) \frac{d x}{x} \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{E}\left(\overline{\mathbb{R}}_{+, x}\right), E \subset \mathbb{Z} \times \mathbb{N}_{0}$, inf $E=I<0$, be compactly supported, $\nu:=[x]_{-I}\left(\overline{\mathbb{R}}_{+, x} ;\{0\}\right)$ and $x, x^{\prime} \in \nu$ be two different choice of local coordinates with $x^{\prime}=$ $a(x) x, 0<a(x) \in C^{\infty}\left(\overline{\mathbb{R}}_{+, x}\right)$. The condition $x, x^{\prime} \in \nu$ is equivalent to

$$
a(0)=1, a^{(i)}(0)=0, i=0,1, \ldots,-I .
$$

Thus, using Remark 1.8 (iii), $f_{\mathbb{R}_{+, \nu}} \mu$ is well-defined, i.e., is independent of the choice of local coordinate $x \in \nu$. In particular, if $\alpha:=[t]_{0}\left(\overline{\mathbb{R}}_{+, t} ;\{0\}\right), \nu_{1}:=[x]_{-I}\left(\overline{\mathbb{R}}_{+}^{2} ; \overline{\mathbb{R}}_{+, y}\right), \nu_{2}:=$ $[y]_{-J}\left(\overline{\mathbb{R}}_{+}^{2} ; \overline{\mathbb{R}}_{+, x}\right)$, then the principal part of the asymptotic expansion 18$)$ is independent of particular choices of coordinates $t \in \alpha, x \in \nu_{1}, y \in \nu_{2}$.
Remark 2.1. In the smooth case we have

$$
\begin{equation*}
u(0,0)=\left.\mu\right|_{(0,0)}, \quad u(0, y) \frac{d y}{y}=\left.\mu\right|_{\overline{\mathbb{R}}_{+, y}}, u(x, 0) \frac{d x}{x}=\left.\mu\right|_{\overline{\mathbb{R}}_{+, x}} . \tag{19}
\end{equation*}
$$

Let us show the coordinate independence of the restrictions (19). In fact, if $x, x^{\prime}$ with $x^{\prime}=a(x, y) x$ and $y, y^{\prime}$ with $y^{\prime}=b(x, y) y$ are two boundary defining functions to $\overline{\mathbb{R}}_{+, y}$ and $\overline{\mathbb{R}}_{+, x}$, respectively, and

$$
\mu=u(x, y) \frac{d x}{x} \frac{d y}{y}=v\left(x^{\prime}, y\right) \frac{d x^{\prime}}{x^{\prime}} \frac{d y}{y}
$$

we have

$$
\begin{aligned}
u(x, y) \frac{d x}{x} \frac{d y}{y} & =v(a \cdot x, y)\left(\frac{d x}{x}+\frac{a_{x}^{\prime} d x}{a}\right) \frac{d y}{y} \\
& =v(a \cdot x, y) \frac{d x}{x} \frac{d y}{y}+v(a \cdot x, y) \frac{a_{x}^{\prime}}{a} \cdot x \frac{d x}{x} \frac{d y}{y}
\end{aligned}
$$

which gives $u(0, y) \frac{d y}{y}=v(0, y) \frac{d y}{y}$, i.e., the restriction $\left.\right|_{\overline{\mathbb{R}}_{+, y}}$ is independent of the choice of the boundary defining function to $\overline{\mathbb{R}}_{+, y}$. In a similar manner we can argue for $\left.\mu\right|_{\overline{\mathbb{R}}_{+, x}}$. Finally, if

$$
\mu=u(x, y) \frac{d x}{x} \frac{d y}{y}=v\left(x^{\prime}, y^{\prime}\right) \frac{d x^{\prime}}{x^{\prime}} \frac{d y^{\prime}}{y^{\prime}}
$$

the equality

$$
\begin{aligned}
u(x, y) \frac{d x}{x} \frac{d y}{y} & =v(a \cdot x, b \cdot y)\left(\frac{d x}{x}+\frac{d a}{a}\right)\left(\frac{d y}{y}+\frac{d b}{b}\right) \\
& =v(a \cdot x, b \cdot y)\left(1+y \cdot \frac{b_{y}^{\prime}}{b}+x \cdot \frac{a_{x}^{\prime}}{a}+x y \cdot \frac{a_{x}^{\prime}}{a} \frac{b_{y}^{\prime}}{b}\right) \frac{d x}{x} \frac{d y}{y}
\end{aligned}
$$

yields $u(0,0)=v(0,0)$, the coordinate independence of $\left.\mu\right|_{(0,0)}$ of the choice of boundary defining functions to $\overline{\mathbb{R}}_{+, x}$ and $\overline{\mathbb{R}}_{+, y}$.

We proved the following (coordinate invariant) result:
Theorem 2.2. Let $f: \overline{\mathbb{R}}_{+}^{2} \rightarrow \overline{\mathbb{R}}_{+}$be a (1, 1)-typeb-fibration over $(0, \infty)$. Let $\alpha=[t]_{0}\left(\overline{\mathbb{R}}_{+, t},\{0\}\right), \nu_{1}=$ $[x]_{0}\left(\overline{\mathbb{R}}_{+}^{2}, \overline{\mathbb{R}}_{+, y}\right), \nu_{2}=[y]_{0}\left(\overline{\mathbb{R}}_{+}^{2}, \overline{\mathbb{R}}_{+, x}\right)$, satisfying the condition

$$
f^{*} \alpha=\nu_{1} \otimes \nu_{2}
$$

Let $\mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{\mathcal{E}}\left(\overline{\mathbb{R}}_{+}^{2}\right), \mathcal{E}=(E, F)$ with $E, F \in \mathbb{N}_{0} \times\{0\}$ be compactly supported. Then $f_{*} \mu \in{ }^{\mathrm{b}} \Omega_{\mathrm{pc}}^{G}\left(\overline{\mathbb{R}}_{+}\right)$with

$$
G=E \cup F
$$

and the principal term is

$$
-\left.\mu\right|_{(0,0)} \log \left(\rho_{t}\right)+\left.f_{\mathbb{R}_{+, \rho_{x}}} \mu\right|_{\mathbb{R}_{+, \rho_{x}}}+\left.f_{\mathbb{R}_{+, \rho_{y}}} \mu\right|_{\mathbb{R}_{+, \rho_{y}}}
$$

for any $\rho_{t} \in \alpha, \rho_{x} \in \nu_{1}, \rho_{y} \in \nu_{2}$ with $\rho_{t}=\rho_{x} \cdot \rho_{y}$.
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[^0]:    ${ }^{1}$ Let $f: M \rightarrow N$ be a smooth map between manifolds. The push-forward $f_{*} \mu$ of a measure $\mu$ on $M$ is the measure on $N$ defined by $\left(f_{*} \mu\right)(V)=\mu\left(f^{-1}(V)\right)(=$ measure of the union of all fibers over $V), V \subset N$. In terms of integrals, this is equivalent to $\int_{N}\left(f_{*} \mu\right) \varphi=\int_{M} \mu f^{*} \varphi$ for all $\varphi \in C_{0}^{\infty}(N)$.

