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Abstract. In this paper, we study the implicit and inertial-type
viscosity approximation method for approximating a solution to
the hierarchical variational inequality problem. Under some mild
conditions on the parameters, we prove that the sequence gener-
ated by the proposed methods converges strongly to a solution
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1 Introduction

Let E be a real Banach space and K be a nonempty, closed and convex
subset of E. We denote by Jq, 1 < q < ∞ the generalized duality mapping
from E to 2E

∗
(E∗ is the dual space of E) defined by

Jq = {f ∗ ∈ E∗ : 〈x, f ∗〉 = ||x||q, ||f ∗|| = ||x||q−1}, x ∈ E,

where 〈., .〉 denotes the duality pairing between element of E and that of E∗.
If q = 2, J2 simply denoted by J , is called the normal duality mapping. The
space E is said to have weakly (sequentially) continuous duality map if Jq is
singled valued and (sequentially) continuous. It is known (see, for example,
[32]) that Jq(x) = ||x||q−2J(x) if x 6= 0, and if E∗ is strictly convex then Jq
is single valued. Also all `p spaces, (1 < p < ∞) have weakly sequentially
continuous duality mappings.

Let T : D(T ) ⊂ E → E be a nonlinear mapping, where D(T ) denotes
the domain of T . A point x ∈ D(T ) is called a fixed point of T if Tx = x.
The set of fixed points of T is denoted by F (T ) := {x ∈ E : Tx = x}. The
mapping T is said to be
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(i) accretive if for all x, y ∈ D(T ), there exists jq(x− y) ∈ Jq(x− y) such
that

〈Tx− Ty, jq(x− y)〉 ≥ 0; (1)

(ii) η-strongly accretive if for all x, y ∈ D(T ), there exists
jq(x− y) ∈ Jq(x− y) and η ∈ (0, 1) such that

〈Tx− Ty, jq(x− y)〉 ≥ η||x− y||q; (2)

(iii) κ-Lipschitzian, if for some κ > 0,

||Tx− Ty|| ≤ κ||x− y||, x, y ∈ D(T ).

If κ ∈ (0, 1), then T is a contraction mapping, while T is called non-
expansive if κ = 1.

In a Hilbert space H, accretive mapping is called monotone mapping,
while inequalities (1) and (2) holds by replacing jq with identity map on H.

Let A : K → E be a nonlinear mapping. The variational inequality
problem defined on K and A is the following problem:

Find u ∈ K such that 〈Au, jq(v − u)〉 ≥ 0 for any v ∈ K. (3)

We denote the solution set of variational inequality problem by V I(K,A).
The variational inequality problem (VIP) (3) was first introduced by Stam-
pacchia [24] and have been used as a strong methodology in studying broad
range of problems in both science and applied science (see, for example,
[4, 9, 10, 13, 17, 23, 29, 34, 35, 36] and references therein). In particu-
lar, viscosity approximation techniques have shown to be an efficient and
implementable iterative method to an find approximate solution to VIPs.

In 2006, Marino and Xu [18] used concept of viscosity method intro-
duced by Moudafi [19] to study the following general iterative method for
approximating fixed points of nonexpansive mapping in a real Hilbert space:

xn+1 = αnγf(xn) + (1− αnA)Txn, n ≥ 0, (4)

where A is a strongly positive mapping, f is contraction on nonempty closed
and convex subset C of a Hilbert space H and T is a nonexpansive mapping.
Under some appropriate conditions on {αn}, they proved that the sequence
{xn} generated by (4) converges strongly to a unique solution x∗ ∈ F (T ) of
the variational inequality

〈(A− γf)x∗, x− x∗〉 ≥ 0, x ∈ F (T ),

which is optimality condition for the minimization problem

min
x∈C

1

2
〈Ax, x〉 − h(x),

where h is a potential function for γf .
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On the other hand, Yamada [33] introduced the following hybrid iteration
process for approximating solutions of the variational inequality:

xn+1 = Txn − µλnG(Txn), n ≥ 0, (5)

where G is κ-Lipschitzian and η-strongly monotone operator with κ > 0, η >
0, 0 < µ < 2η/k2. Under some appropriate conditions on {λn}, the sequence
{xn} generated by (5) converges strongly to a unique solution x∗ ∈ F (T ) of
the variational inequality

〈Gx∗, x− x∗〉 ≥ 0, x ∈ F (T ).

By combining (4) and (5), Tian [26] introduced the following general
viscosity method for approximating fixed point of nonexpansive mapping in
real Hilbert spaces:

xn+1 = αnγf(xn) + (1− µαnG)Txn, n ≥ 0, (6)

where G is a κ-Lipschitzian and η-strongly monotone operator, f is a con-
traction on C and T is a nonexpansive mapping. He proved that (6) con-
verges strongly to a unique solution x∗ ∈ F (T ) of the variational inequality

〈(µG− γf)x∗, x− x∗〉 ≥ 0, x ∈ F (T ),

in the frame work of a real Hilbert space.
On the other hand, Moudafi and Mainge [20] introduced the following

hirarchical fixed point problem (HFPP) for a nonexpansive mapping T with
respect to a nonexpansive mapping S on C:

Find z ∈ F (T ) such that 〈z − Sz, z − y〉 ≤ 0 for any y ∈ F (T ).

In 2011, Ceng et al. [8] generalized the iterative method (6) of Tian [26]
by replacing the contraction mapping f with Lipschitzian mapping U . They
studied the following iterative method:

xn+1 = PC [αnγU(xn) + (I − αnµG)Txn], n ≥ 0, (7)

where PC is a metric projection onto C and T is a nonexpansive mapping,
and proved that the sequence {xn} generated by (7) converges strongly to a
unique solution of the variational inequality

〈(µG− γU)x∗, x− x∗〉 ≥ 0, x ∈ F (T ). (8)

Wang and Xu [28] introduced the following iterative method to solve
HFPP {

yn = βnSxn + (1− βn)xn,
xn+1 = PC [αnγU(xn) + (I − αnµG)Tyn], n ∈ N, (9)
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where S and T are nonexpansive mappings on C, while U and G are L1-
Lipschitzian and L2−Lipschitzian, η−strongly monotone mappings, respec-
tively. Under some assumptions on the parameters, they proved that the
sequence {xn} generated by (9) converges strongly to the hierarchical fixed
point of T with respect to the mapping S which is a unique solution to the
variational inequality (8).

In 2017, supposing that the operator G is η−inverse strongly monotone,
Tian and Jiang [27] studied zero points of inverse strongly monotone map-
ping and fixed points of nonexpansive mapping in Hilbert space using the
following method:

xn+1 = (1− µλnG)((1− αn)xn + αnTxn), n ≥ 0, (10)

where T is a nonexpansive mapping. Under some conditions on the param-
eters {µλn}, {αn}, they proved that the sequence {xn} generated by (10)
converges weakly to a point w ∈ Γ := F (T ) ∩ G−10, where G−10 is zero
point of G and w = lim

n→∞
PΓxn which is also a special point in V I(F (T ), G).

Furthermore, to speed up convergence rate of algorithms, Polyak [21]
studied the heavy ball method, an inertial extrapolation process for mini-
mizing a smooth convex function. Since then, many authors have introduced
this technique in different methods for solving variational inequality prob-
lems (see, for example, [1, 2, 3, 5, 6] for more details).

Recently, Tan and Li [25] introduced inertial Mann algorithms to find
solutions to HFPP of nonexpansive mappings in a real Hilbert space as
follows: 

wn = xn + θn(xn − xn−1),
yn = βnSwn + (1− βn)wn,
xn+1 = αnf(xn) + (1− αn)Tyn, n ∈ N,

(11)

where S and T are nonexpansive mappings on C and f is a contraction
mapping. Under some assumptions on the parameters, they proved that the
sequence {xn} generated by (11) converges strongly to the hierarchical fixed
point u of T with respect to nonexpansive mapping S, where u = PF (T )f(u).

The following question naturally arises: Can the results of Ceng et al.
[8], Wang and Xu [28], Tian and Jiang [27] and Tan and Li [25] be extended
from Hilbert spaces to Banach spaces?

Motivated and inspired by ongoing research in this direction, our purpose
in this study is to provide an affirmative answer to the question mentioned
above by introducing an inertial-type viscosity approximation method for
solving hierarchical variational inequality problem in q−uniformly smooth
Banach spaces. Under suitable conditions on the parameters, we prove a
strong convergence theorem for our proposed methods for solving some vari-
ational inequality problems. Our result extends and generalizes the results
of Ceng et al. [8], Wang and Xu [28], Tian and Jiang [27] and Tan and
Li [25].
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2 Preliminaries

Let K be a nonempty, closed, convex and bounded subset of a Banach space
E and let the diameter of K be defined by d(K) := sup{||x−y|| : x, y ∈ K}.
For each x ∈ K, let r(x,K) := sup{||x − y|| : y ∈ K} and let r(K) :=
inf{r(x,K) : x ∈ K} denote the Chebyshev radius of K relative to itself.
The normal structure coefficient N(E) of E (introduced in 1980 by Bynum
[7]; see also Lim [14] and references therein) is defined by

N(E) := inf
d(K)

r(K)

where infimum is taken over all closed convex and bounded subsets K of E
with d(K) > 0. A space E such that N(E) > 1 is said to have uniform
normal structure . It is known that every space with a uniform normal
structure is reflexive, and that all uniformly convex and uniformly smooth
Banach spaces have uniform normal structure (see, e.g., [11, 15]). Let E be
a normed space with dimE ≥ 2. The modulus of smoothness of E is the
function ρE : [0,∞)→ [0;∞) defined by

ρE(τ) := sup

{
||x+ y||+ ||x− y||

2
− 1 : ||x|| = 1; ||y|| = τ

}
.

The space E is called uniformly smooth if and only if lim
t→0+

ρE(t)/t = 0.

For some positive constant q ∈ E, E is called q- uniformly smooth if there
exists a constant c > 0 such that ρE(t) ≤ ctq, t > 0. It is well known
that if E is smooth, then the duality mapping is singled-valued, and if E is
uniformly smooth (see, e.g., [11, 15]), then the duality mapping is norm-to-
norm uniformly continuous on bounded subset of E.

Lemma 1 [11] Let E be a real normed space. Then

||x+ y||2 ≤ ||x||2 + 2〈y, j(x+ y)〉

for all x, y ∈ E and for all j(x+ y) ∈ J(x+ y).

Lemma 2 (Xu [31]) Let E be a real q-uniformly smooth Banach space for
some q > 1. Then there exists a positive constant dq such that

||x+ y||q ≤ ||x||q + q〈y, jq(x)〉+ dq||y||q

for any x, y ∈ E and jq ∈ Jq(x).

Lemma 3 (Xu [30]) Let {an} be a sequence of nonegative real numbers
satisfying the following relation:

an+1 ≤ (1− αn)an + αnσn + γn, n ≥ 0

where, (i) {an} ⊂ [0, 1],
∑
αn = ∞; (ii) lim supσn ≤ 0; (iii) γn ≥ 0, n ≥

0,
∑
γn <∞. Then an → 0 as n→∞.
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Lemma 4 (Lim and Xu [12]) Suppose E is a Banach space with uniform
normal structure, K is a nonempty bounded subset of E, and T : K → K
is uniformly κ−Lipschitzian mapping with κ < (E)1/2. Suppose also that
there exists a nonempty bounded closed and convex subset C of K with the
following property:

x ∈ C implies ωw(x) ⊂ C,

where ωw(x) is the ω−limit set of T at x, i.e.,

ωw(x) = {y ∈ E : y = weak − lim
j
T njx for some nj →∞}.

Then T has a fixed point in C.

Lemma 5 (Jung [16]) Let K be a nonempty, closed and convex subset of
a reflexive Banach space E which satisfies Opial’s condition, and suppose
T : K → E is nonexpansive. Then I − T is demiclosed at zero, i.e., xn ⇀
x, xn − Txn → 0 implies that x = Tx.

The following lemma can easily be proven by simplifying the left side of
(12), and, therefore, we omit the proof.

Lemma 6 Let E be a real Banach space, U : E → E be a γ-Lipschitzian
mapping with constant γ > 0 and F : E → E be κ-Lipschitzian and η-
strongly accretive operator with κ > 0, η ∈ (0, 1). Then (µF − ρU) is
strongly accretive with coefficient (µη − ργ). That is, for ρ ∈ (0, µη/γ),

〈(µF − ρU)x− (µF − ρU)y, j(x− y) ≥ (µη − ργ)||x− y||2, x, y ∈ E. (12)

Let µ be a linear continuous functional on l∞ and let a = (a1, a2, · · · ) ∈
l∞. We will sometimes write µn(an) in place of the value µ(a). A linear
continuous functional µ such that ||µ|| = 1 = µ(1) and µn(an) = µn(an+1)
for every a = (a1, a2 · · · ) ∈ l∞ is called a Banach limit. It is known that if
µ is a Banach limit, then

lim inf
n→∞

an ≤ µ(an) ≤ lim sup
n→∞

an

for every a = (a1, a2, · · · ) ∈ l∞ (see, for example, [11, 12]).

3 Main Results

We start with the following lemma.
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Lemma 7 Let q > 0 be a fixed number and E be real q−uniformly smooth
Banach space with constant dq. Let T, S : E → E be a nonexpansive map-
pings such that F (T ) 6= ∅. Let U : E → E be a γ−Lipschitzian mapping with
coefficient γ ≥ 0 and F : E → E be an η−strongly accretive mapping which

is also κ−Lipschizian. Assume µ ∈
(

0,min
{

1, (qη)/(dqκ
q)1/(q−1)

})
and

τ := µ
(
η−(µ(q−1)dqκ

q)/q
)

for each t, β ∈ (0, 1) with β < t and ρ ∈ (0, τ/γ),

and define a map Tt : E → E by

Ttx = tρU(x) + (1− tµF )T [βS(x) + (1− β)x], x ∈ E.

Then for any x, y ∈ E,

||Ttx− Tty|| ≤ [1− t(τ − ργ)]||x− y||,

which means that Tt is a contraction mapping.

Proof. Without loss of generality, we may assume that η < 1/q, since
µ < (qη/(dqκ

q))1/(q−1). Then 0 < qη − µq−1dqκ
q < 1. Also, since µ < 1 and

t ∈ (0, 1), we have 0 < tµ(qη − µq−1dqκ
q) < 1.

For each t ∈ (0, 1), define a map Kt : E → E by

Ktx := (1− tµF )Tx, x ∈ E.

Then for any x, y ∈ E, we get

||Ktx−Kty||q = ||(1− tµF )Tx− (1− tµF )Ty||q

= ||(Tx− Ty)− tµ(F (Tx)− F (Ty))||q

≤ ||Tx− Ty||q − qtµ〈F (Tx)− F (Ty), jq(Tx− Ty)〉
+tqµqdq||Tx− Ty||q

≤
[
1− tµ(qη − tq−1µq−1κqdq)

]
||x− y||q

≤
[
1− qtµ(qη − µq−1κqdq

q
)
]
||x− y||q

≤
[
1− tµ(qη − µq−1κqdq

q
)
]q||x− y||q

= (1− tτ)q||x− y||q.

Letting Vβ := βS + (1− β), we obtain

||Kt(Vβx)−Kt(Vβy)|| ≤ ||Kt[βSx+ (1− β)x]−Kt[βSy + (1− β)y]||
≤ (1− tτ)

[
β||Sx− Sy||+ (1− β)||x− y||

]
≤ (1− tτ)||x− y||.
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Thus,

||Ttx− Tty|| = ||tρ(Ux− Uy) + (Kt(Vβx)−Kt(Vβy))||
≤ tρ||Ux− Uy||+ ||Kt(Vβx)−Kt(Vβy)||
≤ tργ||x− y||+ (1− tτ)||x− y||
=

[
1− t(τ − ργ)

]
||x− y||,

and it follows that Tt is a contraction mapping with coefficient 1− t(τ − ργ)
in (0, 1). Therefore, by Banach contraction mapping principle, there exists
a unique fixed point xt of Tt in E such that

xt = tρU(xt) + (1− tµF )T [βS(xt) + (1− β)xt]. (13)

�

Theorem 1 Let E,U, T, S and F be defined as in Lemma 7 and let {xt}t∈(0,1)

be defined by (13). Then {xt} converges strongly to p ∈ F (T ) which is a
unique solution of the variational inequality

〈(µF − ρU)p, j(p− x)〉 ≤ 0, x ∈ F (T ). (14)

Proof. By Lemma 6, (µF − ρU) is strongly accretive, hence variational
inequality (14) has a unique solution in F (T ). For x∗ ∈ F (T ) and β ≤ t, we
have

||xt − x∗|| = ||tρU(xt) + (1− tµF )T [βSxt + (1− β)xt]− x∗||
= ||tρ[U(xt)− U(x∗)] + t[ρU(x∗)− µF (x∗)]

+(1− tµF )T [βSxt + (1− β)xt]− (1− tµF )x∗||
≤ tργ||xt − x∗||+ t||ρU(x∗)− µF (x∗)||

+(1− τt)
[
β||Sx∗ − x∗||+ ||xt − x∗||

]
≤ [1− t(τ − ργ)]||xt − x∗||

+t
[
||ρU(x∗)− µF (x∗)||+ ||Sx∗ − x∗||

]
.

Thus,

||xt − x∗|| ≤
1

τ − ργ
[
||ρU(x∗)− µF (x∗)||+ ||Sx∗ − x∗||

]
.

Therefore, {xt} is bounded, and this implies that {S(xt)}, {T (xt)}, {F (Txt)}
and {U(xt)} are also bounded. Furthermore, from (13) we get

||xt − Txt|| ≤ t||ρU(xt)− µF [βS(xt) + (1− β)xt]||+ β||Sxt − xt|| → 0 (15)

as t→ 0, β → 0.
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Next, let {tn} be a sequence in (0, 1) such that {xtn} satisfies (13). To
simplify notations, we will write {xn} instead of {xtn}. Let φ : E → R be a
map defined by

φ(x) := µn||xn − x∗||2, x ∈ E.

Then φ(x) → ∞ as ||x|| → ∞, φ is continuous and convex. Since E is
reflexive, there exists x∗ ∈ E such that φ(x∗) = minu∈E φ(u). Hence,

K∗ := {x ∈ E : φ(x) = min
u∈E

φ(u)} 6= ∅.

Now let x ∈ K∗ and v := ω − limjT
mjx. Note that φ is lower semi-

continuous and convex, and lim
n→∞

||xn−Txn|| = 0 implies lim
n→∞

||xn−Tmxn|| =
0 for any m ≥ 1. Then by induction we have

φ(v) = lim inf
j→∞

φ(Tmjxn) ≤ lim sup
m→∞

φ(Tmx)

= lim sup
m→∞

(µn||xn − Tmx||2)

= lim sup
m→∞

(µn||xn − Tmx+ Tmxn − Tmx||2)

≤ lim sup
m→∞

(µn||xn − x||2) = φ(x)

= min
u∈E

φ(u).

Thus, v ∈ K∗. By Lemma 4, T has a fixed point in K∗, and, therefore,
K∗∩F (T ) 6= ∅. Let p ∈ K∗∩F (T ), then it follows that φ(p) ≤ φ(p− ε(ρU−
µF )p), and using Lemma 1, we get

||xn−p+ε(µF−ρU)p||2 ≤ ||xn−p||2−2ε〈(µF−ρU)p, j(xn−p+ε(µF−ρU)p)〉

which implies

µn〈(ρU − µF )p, j(xn − p) + ε(µF − ρU)p〉 ≤ 0.

Moreover,

µn〈(ρU − µF )p, j(xn − p)〉
= µn〈(ρU − µF )p, j(xn − p)− j(xn − p+ ε(µF − ρU)p)〉

+µn〈(ρU − µF )p, j(xn − p+ ε(µF − ρU)p)〉
≤ µn〈(ρU − µF )p, j(xn − p)− j(xn − p+ ε(µF − ρU)p)〉.

Since j is norm-to-norm uniformly continuous on bounded subsets of E, we
obtain

µn〈(ρU − µF )p, j(xn − p)〉 ≤ 0. (16)
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Also, by (13), we have

||xn − p||2

= 〈tnρU(xn) + (1− tnµF )T [βnS(xn) + (1− βn)xn]− p, j(xn − p)〉
= tn〈ρU(p)− µF (p), j(xn − p)〉+ tn〈ρU(xn)− ρU(p), j(xn − p)〉

+〈(1− tnµF )T [βnS(xn) + (1− βnxn)]− (1− tnµF )p, j(xn − p)〉
≤ tn〈(ρU − µF )p, j(xn − p)〉+ tnργ||xn − p||2

+(1− τtn)[||xn − p||+ βn||Sp− p||]||xn − p||
≤ tn〈(ρU − µF )p, j(xn − p)〉+ [1− tn(τ − ργ)]||xn − p||2

+
βn
2

[||Sp− p||2 + ||xn − p||2]

≤ tn〈(ρU − µF )p, j(xn − p)〉

+
(
1− tn[2(τ − ργ)− 1]

2

)
||xn − p||2 +

βn
2
||Sp− p||||xn − p||,

and thus,

µn||xn−p||2 ≤ µn

(2〈(ρU − µF )p, j(xn − p)〉
[2(τ − µF )− 1]

)
+µn

(βn
tn
· ||Sp− p||||xn − p||

[2(τ − ργ)− 1]

)
.

Combining (16) with condition that lim
n→∞

βn/tn = 0, we obtain µn||xn−p|| →
0 as n→∞. Thus, there exists a subsequence {xnk

} of {xn} which converges
strongly to p ∈ F (T ) as k →∞.

Further we show that p ∈ F (T ) is a unique solution to the variational
inequality problem (14). Indeed, for any fixed y ∈ F (T ), since {xn} is
bounded, there exists a positive constant Q such that ||xn − y|| ≤ Q. Then

||xn − y||2

= 〈tnρU(xn) + (1− tnµF )T [βnS(xn) + (1− βn)xn]− y, j(xn − y)〉
= tn〈ρU(xn)− ρU(p) + µF (p)− µF (Txn), j(xn)− p, j(xn − p)〉

+tn〈ρU(p)− µF (p), j(xn − y)〉+ tnµ〈F (Txn)− F (Tyn), j(xn − y)〉
+〈Tyn − y, j(xn − y)〉

≤ tn(ργ + µκ)||p− xn||||xn − y||+ tn〈(ρU − µF )p, j(xn − y)〉
+tnµκ||xn − yn||||xn − y||+ ||Tyn − y||||xn − y||

≤ tn(ργ + µκ)||p− xn||||xn − y||+ tn〈(ρU − µF )p, j(xn − y)〉
+tnµβn||Sxn − xn||||xn − y||+ βn||Sxn − xn||||xn − y||+ ||xn − y||2.

Therefore,

〈(µF − ρU)p, j(xn − y)〉 ≤ (ργ + µκ)||xn − p||Q

+
βn
tn

(µtn + 1)||Sxn − xn||Q. (17)
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Since j is norm-to-norm uniformly continuous on bounded subsets of E,
and {xnk

} → p as k →∞, taking limit as nk →∞ in (17), we obtain

〈(µF − ρU)p, j(p− y)〉 ≤ 0, y ∈ F (T ).

Hence, p is a unique solution of variational inequality (14). Now assume that
there exists another subsequence of {xn}, say {xnk

}, such that lim
k→∞

xnk
=

p∗. Then, using (15), we have p∗ ∈ F (T ). Repeating the above arguments
with p replaced with p∗, we can easily obtain that p∗ also is a solution of
the variational inequality problem (14). By uniqueness of the solution of
variational inequality problem, we obtain that p = p∗, and this completes
the proof. �

Next, we introduce an inertial-type viscosity approximation method for
solving the hierarchical variational inequality problem. We begin with the
following assumptions.

Assumptions 1 Let E be a Banach space. Let sequences {αn}, {βn} ⊂ (0, 1),
{δn} ⊂ [0,∞), {θn} ⊂ [0, 1) be such that

(A1)
∑∞

n=1 δn <∞ with δn = ◦(αn);

(A2) lim
n→∞

αn = 0 and
∑∞

n=1 αn =∞;

(A3) lim
n→∞

βn/αn = 0;

(A4) lim
n→∞

(1/αn)|αn+1 − αn| = 0 and lim
n→∞

(1/αn)|βn+1 − βn| = 0.

(A5) Let x0, x1 ∈ E be arbitrary points. For the iterates xn−1 and xn, n ≥ 1,
choose θn such that 0 ≤ θn ≤ θ̄n where

θ̄n =


min{θ, δn/‖xn − xn−1‖}, if xn 6= xn−1,

θ, otherwise.
(18)

Remark 1 From (18), for all n ≥ 1 with xn 6= xn−1, we have

θn ≤
δn

‖xn − xn−1‖
.

Hence,

θn
αn
‖xn − xn−1‖ ≤

δn
αn
→ 0 as n→∞. (19)
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Theorem 2 Let E be a real q-uniformly smooth Banach space with weakly
sequentially continuous duality map. Let T, S : E → E be nonexpansive
mappings with F (T ) 6= ∅, F be an η−strongly accretive operator which is
also κ−Lipschitzian, and U : E → E be γ−Lipschitzian mapping with γ ≥ 0.
Let µ, ρ and τ be as in Lemma 7. Suppose Assumptions 1 holds, and for
any points x0, x1 ∈ E, define a sequence {xn}∞n=1 in E by

wn = xn + θn(xn − xn−1);

yn = βnSwn + (1− βn)wn;

xn+1 = αnρU(xn) + (I − αnµF )Tyn, n ≥ 1.

(20)

Then {xn}∞n=1 converges strongly to x∗ ∈ F (T ) which solves the variational
inequality

(〈(ρU − µF )x∗, j(y − x∗)〉 ≤ 0, y ∈ F (T ). (21)

Proof. By Theorem 1, the variational inequality (21) have a unique solution
x∗ in F (T ). Assuming βn ≤ αn, from (20), we get

||wn − x∗|| = ||xn − x∗ + θn(xn − xn−1)||
≤ ||xn − x∗||+ θn||xn − xn−1||

= ||xn − x∗||+ αn ·
θn
αn
||xn − xn−1||, (22)

since the sequence
{
θn/αn||xn − xn−1||

}
converges (see (19)). Then there

exists a positive constant M such that for all n ≥ 1, we have

θn
αn
||xn − xn−1|| ≤M.

It follows from (22) that

||wn − x∗|| ≤ ||xn − x∗||+ αnM

and

||yn − x∗|| ≤ βn||Swn − x∗||+ (1− βn)||wn − x∗||
≤ βn||Swn − Sx∗||+ βn||Sx∗ − x∗||+ (1− βn)||wn − x∗||
≤ ||wn − x∗||+ βn||Sx∗ − x∗|| (23)

≤ ||xn − x∗||+ αn||Sx∗ − x∗||+ αnM. (24)
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Thus, from (20) and (24), we obtain

||xn+1 − x∗|| = ||αnρU(xn) + (I − αnµF )Tyn − x∗||
= ||αn(ρU(xn)− µFx∗) + (I − αnµF )Tyn − (I − αnµF )x∗||
≤ αn||ρU(x∗)− µF (x∗)||+ αnργ||xn − x∗||

+(1− ταn)||yn − x∗||
≤ αn||ρU(x∗)− µF (x∗)||+ αnργ||xn − x∗||

+(1− ταn)[αn||Sx∗ − x∗||+ ||xn − x∗||+ αnM ]

≤ [1− αn(τ − ργ)]||xn − x∗||

+αn(τ − ργ)
[ ||(ρU − µF )x∗||+ ||Sx∗ − x∗||+M

τ − ργ
]

≤ max
{
||xn − x∗||,

||(ρU − µF )x∗||+ ||Sx∗ − x∗||+M

τ − ργ

}
.

Hence, by induction for all n ≥ 1,

||xn − x∗|| ≤ max
{
||x1 − x∗||,

||(ρU − µF )x∗||+ ||Sx∗ − x∗||+M

τ − ργ

}
.

Therefore, the sequence {xn}∞n=1 is bounded and so are {yn}, {wn}, {Txn},
{Tyn}, {F (Txn)}, {F (Tyn)} and {U(xn)}. Also, from (20) and (24), we
have

||wn − wn−1|| = ||xn − xn−1 + θn(xn − xn−1) + θn−1(xn−1 − xn−2)||
≤ ||xn − xn−1||+ θn||xn − xn−1||

+θn−1||xn−1 − xn−2||. (25)

Thus, by (20) and (25), we get

||yn − yn−1|| = ||βn(Swn − Swn−1) + (βn − βn−1)Swn−1

+(βn−1 − βn)wn−1||
≤ ||wn − wn−1||+ |βn − βn−1|(||Swn−1||+ ||wn−1||)
≤ ||xn − xn−1|||βn − βn−1|(||Swn−1||+ ||wn−1||)

+θn||xn − xn−1||+ θn−1||xn−1 − xn−2||. (26)

Letting supn≥1{M, ||Swn−1||, ||wn−1||, ||F (Tyn−1)||} ≤M1 for some M1 > 0,
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from (20) and (26), we obtain

||xn+1 − xn|| = ||αnρ(U(xn)− U(xn−1)) + ρ(αn − αn−1)U(xn−1)

+(I − αnµF )Tyn − (I − αnµF )Tyn−1 + µ(αn − αn−1)F (Tyn−1)||
≤ [1− αn(τ − ργ)]||xn − xn−1||+ [|αn − αn−1|+ |βn − βn−1|]M1

+θn||xn − xn−1||+ θn−1||xn−1 − xn−2||
= [1− αn(τ − ργ)]||xn − xn−1||+ αn(τ − ργ)

×
[ |αn − αn−1|

αn
+
|βn − βn−1|

αn

] M1

(τ − ργ)

+αn

( θn
αn
||xn − xn−1||+

θn−1

αn
||xn−1 − xn−2||

)
. (27)

Applying Lemma 3 in (27) with (A2), (A4) and (19), we get

lim
n→∞

||xn+1 − xn|| = 0.

Furthermore, since lim
n→∞

αn = 0 and lim
n→∞

βn = 0, we obtain

||xn − Txn|| ≤ ||xn − xn+1||+ ||xn+1 − Txn||
= ||xn − xn+1||+ ||αn(ρUxn − µFTyn) + Tyn − Txn||
≤ ||xn − xn+1||+ αn||ρUxn − µFTyn||+ ||Tyn − Txn||
≤ ||xn − xn+1||+ αn||ρUxn − µFTyn||+ ||yn − wn||
≤ ||xn − xn+1||+ αn||ρUxn − αFTyn||
+ βn||Swn − wn|| → 0 as n→∞. (28)

Since {xn} is bounded in E, there exists a subsequence {xnk
} of {xn} such

that xnk
⇀ z as k →∞ for some z ∈ E. Using (28) and the demiclosedness

property of T at zero, we obtain z ∈ F (T ). Since j is weakly sequentially
continuous, we obtain

lim sup
n→∞

〈(ρU − µF )x∗, j(xn − x∗)〉 = lim
k→∞
〈(ρU − µF )x∗, j(xnk

− x∗)〉

= 〈(ρU − µF )x∗, j(z − x∗)〉 ≤ 0. (29)

Combining (28) and (29), we obtain

lim sup
n→∞

〈(ρU − µF )x∗, j(xn+1 − x∗)〉 ≤ 0. (30)



METHOD FOR SOLVING VARIATIONAL INEQUALITY PROBLEM 15

Finally, let us show that xn → x∗. From (20), (22) and (23), we obtain

||xn+1 − x∗||2 = 〈αnρU(xn) + (I − αnµF )Tyn, j(xn+1 − x∗)〉
= 〈(I − αnµF )Tyn − (I − αnµF )x∗, j(xn+1 − x∗)〉

+αnρ〈U(xn)− U(x∗), j(xn+1 − x∗)〉
+αn〈(ρU − µF )x∗, j(xn+1 − x∗)〉

≤ ||(I − αnµF )Tyn − (I − αnµF )x∗||||xn+1 − x∗||
+αnρ||U(xn)− U(x∗)||||xn+1 − x∗||
+αn〈(ρU − µF )x∗, j(xn+1 − x∗)〉

≤ (1− αnτ)||yn − x∗||||xn+1 − x∗||+ αnρ||xn − x∗||||xn+1 − x∗||
+αn〈(ρU − µF )x∗, j(xn+1 − x∗)〉

≤ [1− αn(τ − ργ)]||xn − x∗||||xn+1 − x∗||

+αn(1− αnτ)||xn+1 − x∗||
(βn
αn
||Sx∗ − x∗||+ θn

αn
||xn − xn−1||

)
+αn〈(ρU − µF )x∗, j(xn+1 − x∗)〉

≤
(

1− 2αn(τ − ργ)

1 + αn(τ − ργ)

)
||xn − x∗||2

+
2αn(τ − ργ)

1 + αn(τ − ργ)
||xn+1 − x∗||

(βn
αn
||Sx∗ − x∗||+ θn

αn
||xn − xn−1||

)
+

2αn
1 + αn(τ − ργ)

〈(ρU − µF )x∗, j(xn+1 − x∗)〉.

Therefore,

||xn+1 − x∗||2 ≤ (1− ϑn)||xn − x∗||2 + ϑn∆n, (31)

where ϑn := [2αn(τ − ργ)]/[1 + αn(τ − ργ)], and

∆n :=
(〈(ρU − µF )x∗, j(xn+1 − x∗)〉

τ − ργ

+M2

[βn
αn
||Sx∗ − x∗||+ θn

αn
||xn − xn−1||

])
,

with M2 ≥ supn≥1 ||xn+1 − x∗||. Thus, applying Lemma 3 in (31) and using
(A3), (19) and (30), we obtain xn → x∗ as n → ∞, and this completes the
proof. �

We have the following corollaries.

Corollary 1 Let E = `p (1 < p <∞), let {xn} be generated by x0, x1 ∈ E,
and 

wn = xn + θn(xn − xn−1);

yn = βnSwn + (1− βn)wn;

xn+1 = αnρU(xn) + (I − αnµF )Tyn, n ≥ 1.
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If Assumptions 1 hold, {xn}∞n=1 converges strongly to x∗ ∈ F (T ) which solves
the variational inequality

(〈(ρU − µF )x∗, y − x∗〉 ≤ 0, y ∈ F (T ). (32)

Corollary 2 (Tan and Li [25]) Let E = H be a real Hilbert space and {xn}
be generated by x0, x1 ∈ E and

wn = xn + θn(xn − xn−1);

yn = βnSwn + (1− βn)wn;

xn+1 = αnρU(xn) + (I − αnµF )Tyn, n ≥ 1.

If Assumption 1 holds, then {xn}∞n=1 converges strongly to x∗ ∈ F (T ) which
solves the variational inequality (32).

Corollary 3 (Wang and Xu [28]) Let E = H be a real Hilbert space, let
{xn} be generated by x1 ∈ E and{

yn = βnSxn + (1− βn)xn;

xn+1 = αnρU(xn) + (I − αnµF )Tyn, n ≥ 1.

If Assumptions 1 hold, then {xn}∞n=1 converges strongly to x∗ ∈ F (T ) which
solves the variational inequality (32).

Corollary 4 (Ceng et al. [8]) Let E = H be a real Hilbert space, let {xn}
be generated by x1 ∈ E and

xn+1 = αnρU(xn) + (I − αnµF )Txn, n ≥ 1.

If Assumptions 1 hold, then {xn}∞n=1 converges strongly to x∗ ∈ F (T ) which
solves the variational inequality (32).

Acknowledgements
The author would like to thank the referees and the editors for valuable

suggestions and observations which helped to improve the contents of this
paper.

References

[1] H. A. Abass, C. Izuchukwu, O. T. Mewomo, and Q. L. Dong, Strong
convergence of an inertial forward-backward splitting method for accre-
tive operators in real Banach space, Fixed Point Theory, 21 (2020), no.
2, pp. 397–412. https://doi.org/10.24193/fpt-ro.2020.2.28

https://doi.org/10.24193/fpt-ro.2020.2.28


METHOD FOR SOLVING VARIATIONAL INEQUALITY PROBLEM 17

[2] F. Alvarez, Weak convergence of a relaxed and inertial hybrid
projection-proximal point algorithm for maximal monotone opera-
tors in Hilbert space, SIAM J. Optim., 14 (2004), pp. 773–782.
https://doi.org/10.1137/S1052623403427859

[3] F. Alvarez and H. Attouch, An inertial proximal method for maxi-
mal monotone operators via discretization of a nonlinear oscillator with
damping, Set-Valued Anal., 9 (2001), pp. 3–11.

[4] M. Beheshti and M. Azhini, Generalized viscosity approximation meth-
ods of Ishikawa type for nonexpansive mappings in Hilbert spaces, Ar-
men. J. Math., 10 (2018), no. 1, pp. 1–14.

[5] R. I. Bot and E. R. Csetnek, A hybrid proximal-extragradient algorithm
with inertial effects, Numer. Funct. Anal. Optim., 36 (2015), pp. 951–
963.

[6] R. I. Bot and E. R. Csetnek, An inertial Tseng’s type proximal algorithm
for nonsmooth and nonconvex optimization problems, J. Optim. Theory
Appl., 171 (2016), pp. 600–616. https://doi.org/10.1007/s10957-015-
0730-z

[7] W. L. Bynum, Normal structure coefficients for Ba-
nach spaces, Pacific J. Math., 86 (1980), pp. 427–436.
http://dx.doi.org/10.2140/pjm.1980.86.427

[8] L.-C. Ceng, Q. H. Ansari, and J.-C. Yao, Some iterative methods
for finding fixed points and for solving constrained convex minimiza-
tion problems, Nonlinear Analysis, 74 (2011), no. 16, pp. 5286–5302.
https://doi.org/10.1016/j.na.2011.05.005

[9] L.-C. Ceng, A. Petrusel, J.-C. Yao, and Y. Yao, Hybrid viscosity ex-
tragradient method for systems of variational inequalities, fixed points
of nonexpansive mappings, zero points of accretive operators in Ba-
nach spaces, Fixed Point Theory, 19 (2018), no. 2, pp. 487–502.
https://doi.org/10.24193/fpt-ro.2018.2.39

[10] S. Y. Cho, X. Qin, J.-C. Yao, and Y. Yao, Viscosity approximation
splitting methods for monotone and nonexpansive operators in Hilbert
spaces, J.Nonlinear Convex Anal., 19 (2018), pp. 251–264.

[11] C. E. Chidume, Geometric properties of Banach spaces and nonlinear
iterations, Springer Verlag Series: Lecture Notes in Mathematics Vol.
1965 (2009), XVII, 326pp. https://doi.org/10.1007/978-1-84882-190-3

https://doi.org/10.1137/S1052623403427859
https://doi.org/10.1007/s10957-015-0730-z
https://doi.org/10.1007/s10957-015-0730-z
http://dx.doi.org/10.2140/pjm.1980.86.427
https://doi.org/10.1016/j.na.2011.05.005
https://doi.org/10.24193/fpt-ro.2018.2.39
https://doi.org/10.1007/978-1-84882-190-3


18 G. C. UGWUNNADI

[12] C. E. Chidume, J. Li, and A. Udomene, Convergence of paths and
approximation of fixed points of asymptotically nonexpansive map-
pings, Proc. Amer. Math. Soc., 133 (2005), no. 2, pp. 473–480.
https://doi.org/10.1090/s0002-9939-04-07538-0

[13] X. Liu, Z. Chen, and Y. Xiao, General viscosity approximation methods
for quasi-nonexpansive mappings with application, J. Inequal. Appl.,
2019 (2019), Article number 71. https://doi.org/10.1186/s13660-019-
2012-z

[14] T. C. Lim, Characterization of normal structure, Proc. Amer. Math.
Soc., 43 (1974), pp. 313–319.

[15] T. C. Lim and H. K. Xu, Fixed point theorems for asymptotically
nonexpansive mappings, Nonlinear Anal., 22 (1994), pp. 1345–1355.
https://doi.org/10.1016/0362-546X(94)90116-3

[16] J. S. Jung, Iterative approaches to common fixed points of nonexpansive
mappings in Banach spaces, J. Math. Anal. Appl., 302 (2005), no. 2,
pp. 509–520. https://doi.org/10.1016/j.jmaa.2004.08.022

[17] G. Marino, B. Scardamaglia, and R. Zaccone, A general viscosity ex-
plicit midpoint rule for quasi-nonexpansive mappings, J.Nonlinear Con-
vex Anal., 1 (2017), pp. 137–148.

[18] G. Marino and H. K. Xu, A general iterative method for nonexpansive
mappings in Hilbert spaces, J. Math. Anal. Appl., 318 (2006), no. 1,
pp. 43–52. https://doi.org/10.1016/j.jmaa.2005.05.028

[19] A. Moudafi, Viscosity approximation methods for fixed-point problems,
J. Math. Anal. Appl., 241 (2000), no. 1, pp. 46–55.

[20] A. Moudafi and P. E. Mainge, Towards viscosity approximations of hi-
erarchical fixed-point problems, Fixed Point Theory Appl., 2006 (2006),
Article ID 95453. https://doi.org/10.1155/fpta/2006/95453

[21] B. T. Polyak, Some methods of speeding up the convergence of iteration
methods, U.S.S.R. Comput. Math. Math. Phys., 4 (1964), no. 5, pp.
1–17.

[22] G. Marino, A. Rugiano, and D. R. Sahu, Strong convergence for a gen-
eral explicit convex combination method for nonexpansive mappings and
equilibrium points, J. Nonlinear Convex Anal., 18 (2017), pp. 1953–
1966.

https://doi.org/10.1090/s0002-9939-04-07538-0
https://doi.org/10.1186/s13660-019-2012-z
https://doi.org/10.1186/s13660-019-2012-z
https://doi.org/10.1016/0362-546X(94)90116-3
https://doi.org/10.1016/j.jmaa.2004.08.022
https://doi.org/10.1016/j.jmaa.2005.05.028
https://doi.org/10.1155/fpta/2006/95453


METHOD FOR SOLVING VARIATIONAL INEQUALITY PROBLEM 19

[23] S. Reich, D. V. Thong, Q. L. Dong, and X.-H. Li, New algo-
rithm and convergence theorems for solving variational inequalities
with non Lipschitz mappings, Numerical Algorithm, (2020), pp. 1–23,
doi.org/10.1007/s11075-020-00977-8.

[24] G. Stampacchi, Formes bilineaires coercivites sur les ensembles con-
vexes, C. R. Acad. Sciences, Paris, 258 (1964), pp. 4413–4416.

[25] B. Tan and S. Li, Strong Convergence of inertial Mann algorithm for
solving hierarchical fixed point problems, J. Nonlinear Var. Anal., 4
(2020), no. 3. pp. 337–355. https://doi.org/10.23952/jnva.4.2020.3.02

[26] M. Tian, A general iterative algorithm for nonexpansive mappings
in Hilbert spaces, Nonliear Anal., 73 (2010), no. 3, pp. 689–694.
https://doi.org/10.1016/j.na.2010.03.058

[27] M. Tian and B.-N. Jiang, Weak convergence theorem for zero points
of inverse strongly monotone mapping and fixed points of nonexpan-
sive mapping in Hilbert space, Optimization, 66 (2017), pp. 1689–1698.
https://doi.org/10.1080/02331934.2017.1359591

[28] Y. Wang and W. Xu, Strong convergence of a modified iterative al-
gorithm for hierarchical fixed point problems and variational inequali-
ties, Fixed Point Theory Apppl., 2013 (2013), Article number: 121.
https://doi.org/10.1186/1687-1812-2013-121

[29] H. K. Xu, Viscosity approximation methods for nonexpansive mapping,
J. Math. Anal. Appl., 298 (2004), no. 1, pp. 279–291.

[30] H. K. Xu, Iterative algorithms for nonlinear operators, J. London Math.
Soc. 66 (2002), no. 2, pp. 240–256.

[31] H. K. Xu, Inequality in Banach spaces with applications, Nonlinear
Anal., 16 (1991), no. 12, pp. 1127–1138.

[32] Z. B. Xu and G. F. Roach, Characteristic inequalities of uniformly
smooth Banach spaces, J. Math. Anal. Appl., 157 (1991), no. 1, pp.
189–210. https://doi.org/10.1016/0022-247X(91)90144-O

[33] I. Yamada, The hybrid steepest descent for the variational in-
equality problems over the intersection of fixed points sets of non-
expansive mapping, in: D. Butnariu, Y.Censor, S.Reich, (Eds.),
Inherently Parallel Algorithms in Feasibility and Optimization
and Their Application, Elservier, New York, 2001, pp. 473–504.
https://doi.org/10.1016/S1570-579X(01)80028-8

https://doi.org/10.23952/jnva.4.2020.3.02
https://doi.org/10.1016/j.na.2010.03.058
https://doi.org/10.1080/02331934.2017.1359591
https://doi.org/10.1186/1687-1812-2013-121
https://doi.org/10.1016/0022-247X(91)90144-O
https://doi.org/10.1016/S1570-579X(01)80028-8


20 G. C. UGWUNNADI

[34] Y. Yao, X. Qin, and J.-C. Yao, Projection methods for firmly type non-
expansive operators, J. Nonlinear Convex Anal., 19 (2018), pp. 407–415.

[35] Y. -H. Yao, Y.-C. Liou, and J.-C. Yao, Iterative algorithms for the
split variational inequality and fixed point problems under nonlinear
transformations, J. Nonlinear Sci. Appl., 10 (2017), pp. 843–854.
http://dx.doi.org/10.22436/jnsa.010.02.43

[36] Z. Zhu, Z. Zhou, Y.-C. Liou, Y. Yao, and Y. Xing, A globally convergent
method for computing the fixed point of self-mapping on general non
convex set, J. Nonlinear Convex Anal., 18 (2017), pp. 1067–1078.

Godwin C. Ugwunnadi
Department of Mathematics,
University of Eswatini,
Private Bag 4, Kwaluseni, Eswatini;

Department of Mathematics and Applied Mathematics,
Sefako Makgato Health Science University,
P.O. Box 94, Pretoria 0204, South Africa.
ugwunnadi4u@yahoo.com

Please, cite to this paper as published in
Armen. J. Math., V. 13, N. 3(2021), pp. 1–20
https://doi.org/10.52737/18291163-2021.13.3-1-20

http://dx.doi.org/10.22436/jnsa.010.02.43
mailto: ugwunnadi4u@yahoo.com
https://doi.org/10.52737/18291163-2021.13.3-1-20

