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Abstract. In this paper, by using generalized viscosity map-
pings, we prove two strong convergence theorems for finding fixed
points of a nonexpansive mapping which is also a unique solution
of the variational inequality. Our results extend and improve the
recent ones announced by some authors.
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1 Introduction

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖.‖. Let C
be a nonempty closed convex subset of H and S : C −→ C be a self-mapping
on C.
We denote by F (S) the set of fixed points of S and PC the metric projection
of H onto C and a mapping S is said to be nonexpansive if ‖Sx − Sy‖ ≤
‖x− y‖ for all x, y ∈ C.

A mapping T : C −→ C with F (T ) 6= ∅ is called quasi-nonexpansive if
‖x− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C.

It is well known that the set of fixed point of a quasi-noexpansive map-
ping T is closed and convex, see [13].

A mapping G : C −→ C is a contraction if there exists a constant α ∈ (0, 1)
such that ‖Gx−Gy‖ ≤ α‖x− y‖ for all x ∈ F (T ) and y ∈ C.

Some iteration processes are often used to approximate a fixed point of
a nonexpansive mapping. The first iteration process is Halpern iteration [2].
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The following strong convergence theorem of Halpern’s type was proved by
Wittmann [14]: for any x1 = x ∈ C, define a sequence {xn} by

xn+1 = αnxn + (1− αn)Txn,

for all n ∈ N ∪ {0}, where the sequence {αn}∞n=0 is in [0,1], limn→∞ αn = 0,∑∞
n=0 αn = ∞,

∑∞
n=0 |αn − αn+1| < ∞ and T is a nonexpansive mapping.

Then {xn} converges strongly to a fixed point of T .

The second iteration process is introduced by Mann [12]. We also know the
following weak convergence theorem of Mann’s type: for any x1 = x ∈ C,
define a sequence {xn} by

xn+1 = αnxn + (1− αn)Txn,

for all n ∈ N ∪ {0}, where the sequence {αn}∞n=0 is in [0,1] and
∑∞

n=0 |αn −
αn+1| <∞. Then {xn} converges weakly to a fixed point of T .

The third iteration process is presented by Ishikawa [10], that is{
yn = βnxn + (1− βn)Txn,

xn+1 = αnxn + (1− αn)Tyn,

where T is Lipshitzian pseudo-contractive mapping from C into itself. The
initial guess x0 is taken in C arbitrarily and the sequences {αn}∞n=1 and
{βn}∞n=1 are in [0, 1), limn→∞ βn = 0 and

∑∞
n=0 αnβn = ∞. Then {xn} con-

verges strongly to a fixed point of T .

In 2000, Moudafi [1] introduced the viscosity approximation method for
nonexpansive mappings as following iteration algorithm :

xn+1 = αnGxn + (1− αn)Sxn,

where G is a contraction of C into itself, S is a nonexpansive mapping and
αn ∈ (0, 1) is a slowly vanishing sequence.

The variational inequality problem is to find a point x0 ∈ C such that

〈Gx0, x− x0〉 ≥ 0, ∀x ∈ C. (1)

In recent years the theory of variational inequality has been extended to the
study of a larg variety of problems arising in structural analysis, economics,
engineering sciences, and so on. For more details see [3], [4] and [8].

Peichao Duan and Songnian He [9], introduced a generalized iterative
method like viscosity approximation. They prove two following theorems:
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Theorem 1 Let C be a nonempty closed and convex subset of a real Hilbert
space H and fn be a sequence of ρn− contractive selfmaps of C with 0 ≤
ρl = lim infn→∞ ρn ≤ lim supn→∞ ρn = ρu < 1. Let S : C −→ C be a
nonexpansive mapping. Assume that F (S) 6= ∅ and {fn(x)} is uniformly
convergent for any x ∈ D, where D is a bounded subset of C. Given x1 ∈ C,
let {xn} be generated by the following algorithm:

xn+1 = αnfn(xn) + (1− αn)Sxn,

where, {αn} ⊂ (0, 1) satisfy the following conditions:

(i) limn→∞ αn = 0,

(ii)
∑∞

n=1 αn =∞,

(iii)
∑∞

n=1 |αn+1 − αn| <∞.

Then the sequence {xn} converges strongly to a point x0 ∈ F (S), which is
also the unique solution of the variational inequality.

Theorem 2 Let C be a nonempty closed and convex subset of a real Hilbert
space H and fn be a sequence of ρn− contractive selfmaps of C with 0 ≤ ρl =
lim infn→∞ ρn ≤ lim supn→∞ ρn = ρu < 1. Let for each 1 ≤ i ≤ N ; N ∈ N,
Si : C −→ C be a nonexpansive mapping. Assume that F =

⋂N
i=1 F (Si) 6= ∅

and fn(w) is convergent for any w ∈ F . Given x1 ∈ C, let {xn} be generated
by the following algorithm:{

xn+1 = αnfn(xn) + (1− αn)SnNS
n
N−1 . . . S

n
1 xn,

Sni = (1− λni )I + λni Si, i = 1, 2, . . . , N.

If the parameters {αn} and {λni } satisfy the following conditions:

(i) {αn} ⊂ (0, 1), limn→∞ αn = 0 and
∑∞

n=1 αn =∞,

(ii) λni ∈ (λl, λu) for some λl, λu ∈ (0, 1) and limn→∞ |λni −λn+1
i | = 0, i =

1, 2, . . . , N,

then the sequence {xn} converges strongly to a point x0 ∈ F (S) which is also
the unique solution of the variational inequality:

〈f(x0)− x0, p− x0〉 ≤ 0, ∀p ∈ F,

where

f(x0) := lim
n→∞

fn(x0). (2)

In this paper, we prove Theorem 1 and Theorem 2 by Ishikawa iteration
scheme that extend and improve those theorems and all of the results that
have been obtained in [9].
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2 Preliminaries

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖,
respectively. In a Hilbert space H it is known that

(i) ‖tx+ (1− t)y‖2 = t‖x‖2 + (1− t)‖y‖2 − t(1− t)‖x− y‖2,

(ii) ‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉 ∀x, y ∈ H,

for all x, y ∈ H and for all t ∈ [0, 1]. see, [13].

Let {xn} be a sequence in H and x ∈ H. Weak convergence of {xn} is de-
noted by xn ⇀ x and strong convergence by xn → x. Let H be a nonempty
closed convex subset of a real Hilbert space H. The nearest point projection
of H onto C is denoted by PC , that is, for all x ∈ H and y ∈ C

‖x− PCx‖ ≤ ‖x− y‖.

A mapping T : C −→ C is said to be λ−averaged by K if

T = (1− λ)I + λK.

Lemma 1 ([5]) Let {Si}2i=1 be γi-averaged on C and such that
F (S1)

⋂
F (S2) 6= ∅. Then we have

(i) S1S2 and S2S1 are γ-averaged, where γ = γ1 + γ2 − γ1γ2,

(ii) F (S1)
⋂
F (S2) = F (S1S2) = F (S2S1).

Lemma 2 ([6]) Let C be a nonempty closed and convex subset of a real
Hilbert space H. Given x ∈ H and z ∈ c, we have y = PCx if and only if

〈x− y, y − z〉 ≥ 0 for all z ∈ C.

Lemma 3 ([15]) Let {bn} is a sequence of nonnegative real numbers such
that

bn+1 ≤ (1− αn)bn + θn,

where {αn} ⊂ (0, 1) and {θn} is a sequence such that,

(i)
∑∞

n=1 αn =∞,

(ii) lim supn→∞
θn
αn
≤ 0 or

∑∞
n=1 |θn| <∞,

Then limn→∞ bn = 0.
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Lemma 4 ([11]) Let {xn} and {yn} be bounded sequences in Banach space
and let {βn} be a sequence of [0, 1] such that

0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1.

Suppose xn+1 = (1 − βn)yn + βnxn for all n ∈ N and lim supn→∞(‖yn+1 −
yn‖ − ‖xn+1 − xn‖) ≤ 0. Then, limn→∞ ‖yn − xn‖ = 0.

Lemma 5 ([7]) Demiclosedness principle. Let C be a nonempty closed con-
vex subset of real Hilbert space H and S be a nonexpansive mapping of C
into itself, and F (S) 6= ∅. Then I − S is demiclosed. That is, if sequence
{xn} ⊂ C converges weakly to some x ∈ C and the sequence {(I − S)xn}
strongly converges to y, then (I − S)x = y, where I is the identity operator
of H.

3 Main Result

In this section motivated by Peichao Duan and Songnian He, we prove the
following strong convergence theorems of Ishikawa type that extend and
improve all of the results of [9].

Theorem 3 Let C be a nonempty closed and convex subset of a real Hilbert
space H, and {Gn} be a sequence of selfmaps of C such that {Gn} is µn-
contractive with 0 ≤ µl = lim infn→∞ µn ≤ lim supn→∞ µn = µu < 1. Let
S, T : C −→ C be nonexpansive mappings. Assume that F = F (S)

⋂
F (T ) 6=

∅ and {Gn} is uniformly convergent on a bounded subset B of C. Let x1 ∈ C
and define the sequence {xn} ⊂ C as follows:{

xn+1 = αnGnxn + βnxn + γnSyn,

yn = δnTxn + (1− δn)xn,

where {αn}, {βn}, {γn} and {δn} are sequences in [0, 1). If we have the
following conditions:

(a) αn + βn + γn = 1,

(b) limn→∞ αn = 0 and
∑∞

n=1 αn =∞,

(c) limn→∞ γn 6= 0, limn→∞ δn 6= 0 limn→∞ | δn − δn+1 |= 0,

(d) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1,

then the sequence {xn} and {yn} converges strongly to a point w ∈ F , which
is also the unique solution of the variational inequality 2.
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Proof. We divide the proof into 5 steps.

Step 1: We show that {xn} is bounded.
For any w ∈ F , we have

‖yn − w‖ = ‖δnTxn + (1− δn)xn − w‖
≤ δn‖Txn − w‖+ (1− δn)‖xn − w‖
≤ δn‖xn − w‖+ (1− δn)‖xn − w‖
= ‖xn − w‖. (3)

So, from (3) we have

‖xn+1 − w‖ = ‖αnGnxn + βnxn + γnSyn − w‖
≤ αn‖Gnxn − w‖+ βn‖xn − w‖+ γn‖Syn − w‖
≤ αn‖Gnxn −Gnw‖+ αn‖Gnw − w‖+ βn‖xn − w‖+ γn‖Syn − w‖
≤ αn‖Gnxn −Gnw‖+ αn‖Gnw − w‖+ βn‖xn − w‖+ γn‖yn − w‖
≤ αnµn‖xn − w‖+ βn‖xn − w‖+ γn‖xn − w‖+ αn‖Gnw − w‖
≤ αnµn‖xn − w‖+ (1− αn)‖xn − w‖+ αn‖Gnw − w‖

≤ (1− αn(1− µn))‖xn − w‖+ αn(1− µn)
‖Gnw − w‖

(1− µn)
. (4)

Since {Gn} is uniformly convergent on B, {Gnw} is bounded. Thus, there
exist a positive constant M1, such that ‖Gnw − w‖ ≤ M1. Put L =
max{‖x1 − w‖, M1

1−µu}. Now by induction we show that ‖xn − w‖ ≤ L.

Suppose that ‖xk − w‖ ≤ L for some k ∈ N. From (4), we have

‖xk+1 − w‖ ≤ (1− αk(1− µk))‖xk − w‖+ αk(1− µk)
M1

1− µu
≤ (1− αk(1− µk))L+ αk(1− µk)L = L.

So, ‖xn − w‖ is bounded. Thus {xn}, {yn}, {Syn}, {Sxn} and {Txn} are
also bounded.

Step 2: We show that limn→∞ ‖xn+1 − xn‖ = 0.

Indeed, we define Vn = xn+1−βnxn
1−βn . So we have,

xn+1 = (1− βn)Vn + βnxn, (5)

for all n ∈ N. It follows that



GENERALIZED VISCOSITY APPROXIMATION METHODS OF ISHIKAWA TYPE 7

Vn+1 − Vn =
αn+1Gnxn+1 + γn+1Sxn+1

1− βn+1

− αnGnxn + γnSyn
1− βn

=
αn+1Gn+1xn+1 + (1− αn+1 − βn+1)Syn+1

1− βn+1

− αnGnxn + (1− αn − βn)Syn
1− βn

=
αn+1

1− βn+1

[Gn+1xn+1 − Syn+1]−
αn

1− βn
[Gnxn − Syn]

+ Syn+1 − Syn.

Therefore, we have for x ∈ {xn}

‖Vn+1 − Vn‖ ≤
αn+1

1− βn+1

‖Gn+1xn+1 − Syn+1‖+
αn

1− βn
‖Gnxn − Syn‖

+ ‖Syn+1 − Syn‖

≤ αn+1

1− βn+1

‖Gn+1xn+1 − Syn+1‖+
αn

1− βn
‖Gnxn − Syn‖+ ‖yn+1 − yn‖

≤ αn+1

1− βn+1

‖Gn+1xn+1 −Gn+1x‖+
αn+1

1− βn+1

‖Gn+1x− Syn+1‖

+
αn

1− βn
‖Gnxn −Gnx‖+

αn
1− βn

‖Gnx− Syn‖+ ‖yn+1 − yn‖

≤ µn+1
αn+1

1− βn+1

‖xn+1 − xn‖+
αn+1

1− βn+1

‖Gn+1x− Syn+1‖

+ µn
αn

1− βn
‖xn − x‖+

αn
1− βn

‖Gnx− Syn‖+ ‖yn+1 − yn‖ (6)

On the other hand, we have

‖yn+1 − yn‖ = ‖δn+1Txn+1 + (1− δn+1)xn+1 − δnTxn − (1− δn)xn‖
= ‖δn+1Txn+1 − δn+1Txn + δn+1Txn − δnTxn + (1− δn+1)xn+1

− (1− δn+1)xn + (1− δn+1)xn − (1− δn)xn‖
≤ δn+1‖Txn+1 − Txn‖+ |δn+1 − δn|‖Txn‖+ (1− δn+1)‖xn+1 − xn‖

+ |δn+1 − δn|‖xn‖
≤ δn+1‖xn+1 − xn‖+ |δn+1 − δn|‖Txn‖+ (1− δn+1)‖xn+1 − xn‖+ |δn+1

− δn|‖xn‖
≤ ‖xn+1 − xn‖+ |δn+1 − δn|‖Txn‖+ |δn+1 − δn|‖xn‖. (7)

from (6) and (7) we have

‖Vn+1 − Vn‖ ≤ µn+1
αn+1

1− βn+1

‖xn+1 − xn‖+
αn+1

1− βn+1

‖Gn+1x− Syn+1‖

+ µn
αn

1− βn
‖xn − x‖+

αn
1− βn

‖Gnx− Syn‖+ ‖xn+1 − xn‖

+ |δn+1 − δn|‖Txn‖+ |δn+1 − δn|‖xn‖. (8)
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Since {Gn} is uniformly convergent on B, {Gnx} is bounded. Now since
{Syn} is also bounded, there exists a positive constant M2, such that

‖Gnx− Syn‖ ≤M2. (9)

Therefore from (8) and (9) we have

‖Vn+1 − Vn‖ ≤ µn
αn+1

1− βn+1

‖xn+1 − xn‖+
αn+1M2

1− βn+1

+ µn
αn

1− βn
‖xn − x‖

+
αnM2

1− βn
+ ‖xn+1 − xn‖+ |δn+1 − δn|‖Txn‖+ |δn+1 − δn|‖xn‖. (10)

Since {xn} is bounded, it follows from conditions (b), (c) and (10)

lim sup
n−→∞

(‖Vn+1 − Vn‖ − ‖xn+1 − xn‖) ≤ 0.

It follows from Lemma 4, that limn−→∞ ‖Vn − xn‖ = 0. From (5), we obtain
that

lim
n−→∞

‖xn+1 − xn‖ = lim
n−→∞

‖(1− βn)Vn + βnxn − xn‖

= lim
n−→∞

(1− βn)‖Vn − xn‖ = 0. (11)

Thus limn→∞ ‖xn+1 − xn‖ = 0.

Step 3: We claim that limn−→∞ ‖Txn−xn‖ = 0. and limn−→∞ ‖Sxn−xn‖ =
0.
For w ∈ F, we have

‖xn+1 − w‖2 = ‖αnGnxn + βnxn + γnSyn − w‖2

≤ αn‖Gnxn − w‖2 + βn‖xn − w‖2 + γn‖Syn − w‖2

≤ αn‖Gnxn −Gnw +Gnw − w‖2 + βn‖xn − w‖2 + γn‖Syn − w‖2

≤ αn‖Gnxn −Gnw‖2 + αn‖Gnw − w‖2 + 2αn〈Gnxn −Gnw,Gnw − w〉
+ βn‖xn − w‖2 + γn‖δnTxn + (1− δn)xn − w‖2

≤ αn‖Gnxn −Gnw‖2 + αn‖Gnw − w‖2 + 2αn〈Gnxn −Gnw,Gnw − w〉
+ βn‖xn − w‖2 + δnγn‖Txn − w‖2 + γn(1− δn)‖xn − w‖2

− γnδn(1− δn)‖Txn − xn‖2

≤ αnµn‖xn − w‖2 + αn‖Gnw − w‖2 + 2αn‖Gnxn −Gnw‖‖Gnw − w‖
+ βn‖xn − w‖2 + δnγn‖xn − w‖2 + γn(1− δn)‖xn − w‖2

− γnδn(1− δn)‖Txn − xn‖2

= ‖xn − w‖2 + αn‖Gnw − w‖2 + 2αn‖Gnxn −Gnw‖‖Gnw − w‖
− γnδn(1− δn)‖Txn − xn‖2.
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So, we have

γnδn(1− δn)‖Txn − xn‖2 ≤ ‖xn − w‖2 − ‖xn+1 − w‖2 + αn‖Gnw − w‖2

+ 2αn‖Gnxn −Gnw‖‖Gnw − w‖.

From condition (a) and (c) we have

lim
n−→∞

‖Txn − xn‖ = 0. (12)

Since {Gn} is µn-contractive, by (9) we note that, for x ∈ {xn}

‖xn−Syn‖ ≤ ‖xn+1 − xn‖+ ‖xn+1 − Syn‖
= ‖xn+1 − xn‖+ ‖αnGnxn + βnxn + γnSyn − Syn‖
≤ ‖xn+1 − xn‖+ αn‖Gnxn − Syn‖+ βn‖xn − Syn‖+ γn‖Syn − Syn‖
≤ ‖xn+1 − xn‖+ αn‖Gnxn − Syn‖+ βn‖xn − Syn‖
≤ ‖xn+1 − xn‖+ αn‖Gnxn −Gnx‖+ αn‖Gnx− Syn‖+ βn‖xn − Syn‖
≤ ‖xn+1 − xn‖+ αnµu‖xn − x‖+ αn‖Gnx− Syn‖+ βn‖xn − Syn‖
≤ ‖xn+1 − xn‖+ αnµu‖xn − x‖+ αnM2 + βn‖xn − Syn‖.

So,

(1− βn)‖xn − Syn‖ ≤ ‖xn+1 − xn‖+ αnµn‖xn − x‖+ αnM2.

Therefore from condition (b), (d) and (11)

lim
n→∞

‖xn − Syn‖ = 0. (13)

On the other hand,

‖yn − xn‖ = ‖δnTxn + (1− δn)xn − xn‖
≤ δn‖Txn − xn‖+ (1− δn)‖xn − xn‖
= δn‖Txn − xn‖.

So from condition (12)

lim
n→∞

‖yn − xn‖ = 0. (14)

But, we have

‖Sxn − xn‖ ≤ ‖Sxn − Syn‖+ ‖Syn − xn‖
≤ ‖xn − yn‖+ ‖Syn − xn‖.

So, from (13) and (14), we have

lim
n→∞

‖Sxn − xn‖ = 0. (15)
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Step 4: We show that lim supn−→∞〈Gw − w, xn − w〉 ≤ 0,, where w =
PF (S)∩F (T )Gw is a unique solution of the variational inequality (2). Since
{Gnx} is uniformly convergent on B, we have limn−→∞(Gnw−w) = Gw−w.
Let {xni

} be a subsequence of {xn} such that

lim sup
n−→∞

〈Gw − w, xn − w〉 = lim
i−→∞

〈Gw − w, xni
− w〉. (16)

Since {xni
} is bounded, there exists a subsequence {xnik

} of {xni
} such that

xnik
⇀ x0. We can assume that xni

⇀ x0. Therefore from (15), Sxni
⇀ x0

and by Lemma 5, we have x0 ∈ F (S)
⋂
F (T ) and since w = PF (S)∩F (T )Gw,

we have
lim
i−→∞

〈Gw − w, xni
− w〉 = 〈Gw − w, x0 − w〉 ≤ 0.

So, from (16), we have lim supn−→∞〈Gw − w, xn − w〉 ≤ 0.

Step 5: We prove that limn→∞ ‖xn − w‖ = 0.
Notice that, from (3)

‖xn+1 − w‖2 = 〈αnGnxn + βnxn + γnSyn − w, xn+1 − w〉
= αn〈Gnxn − w, xn+1 − w〉+ βn〈xn − w, xn+1 − w〉

+ γn〈Syn − w, xn+1 − w〉
≤ αn〈Gnxn −Gnw, xn+1 − w〉+ αn〈Gnw − w, xn+1 − w〉

+ βn‖xn − w‖‖xn+1 − w‖+ γn‖Syn − w‖‖xn+1 − w‖
≤ αn‖Gnxn −Gnw‖‖xn+1 − w‖+ αn〈Gnw − w, xn+1 − w〉

+ βn‖xn − w‖‖xn+1 − w‖+ γn‖Syn − w‖‖xn+1 − w‖
≤ αnµn‖xn − w‖‖xn+1 − w‖+ αn〈Gnw − w, xn+1 − w〉

+ βn‖xn − w‖‖xn+1 − w‖+ γn‖Syn − w‖‖xn+1 − w‖
≤ αnµn‖xn − w‖‖xn+1 − w‖+ αn〈Gnw − w, xn+1 − w〉

+ (βn + γn)‖xn − w‖‖xn+1 − w‖
= [1− αn(1− µn)]‖xn − w‖‖xn+1 − w‖+ αn〈Gnw − w, xn+1 − w〉

≤ 1− αn(1− µn)

2
(‖xn − w‖2 + ‖xn+1 − w‖2) + αn〈Gnw − w, xn+1 − w〉

≤ 1− αn(1− µn)

2
‖xn − w‖2 +

1

2
‖xn+1 − w‖2 + αn〈Gnw − w, xn+1 − w〉

So, we have

‖xn+1 − w‖2 = [1− αn(1− µn)]‖xn − w‖2 + 2αn〈Gnw − w, xn+1 − w〉.

Therefore from step 4 and lemma 3

lim
n→∞

‖xn − w‖ = 0.
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And from (14)

lim
n→∞

‖yn − w‖ = 0.

�

Remark 1 Theorem 3 improves Theorem 1 by Peichao Duan and Songnian
He. It is sufficient to put T = I and βn = 0 in Theorem 3.

Theorem 4 Let C be a nonempty closed and convex subset of a real Hilbert
space H and {Gn} be a sequence of self maps of C such that {Gn} is µn-
contractive with 0 ≤ µl = lim infn→∞ µn ≤ lim supn→∞ µn = µu < 1. Let
Si, T : C −→ C be nonexpansive mappings where 1 ≤ i ≤ N, N ∈ N.
Assume that F = (

⋂n
i=1 F (Si))

⋂
F (T ) 6= ∅ and {Gnw} is convergent for

any w ∈ F . Let x1 ∈ C and we define {xn} as follows:
xn+1 = αnGnxn + βnxn + γnS

n
NS

n
N−1 . . . S

n
1 yn,

yn = δnTxn + (1− δn)xn,

Sni = (1− λni )I + λni Si i = 1, 2, . . . , N,

where

(a) {αn} ⊂ [0, 1), limn→∞ αn = 0 and
∑∞

n=1 αn =∞,

(b) λni ∈ (0, 1) i = 1, 2, . . . , N,

(c) limn→∞ γn 6= 0, limn→∞ δn 6= 0 limn→∞ | δn − δn+1 |= 0,

(d) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then the sequence {xn} converges strongly to a point w ∈ F , which is also
the unique solution of the variational inequality (2).

Proof. It is sufficient to prove the theorem in case N = 2. The proof is
divided into 5 steps.
Step 1: We show that {xn} is bounded.
First we show that Sni for i = 1, 2, . . . , N is nonexpansive because

‖Sni x− Sni y‖ = ‖(1− λni )x+ λni Six− (1− λni )y − λni Siy‖
≤ (1− λni )‖x− y‖+ λni ‖Six− Siy‖
≤ (1− λni )‖x− y‖+ λni ‖x− y‖
= ‖x− y‖ (17)
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So, for any w ∈ F , from (3) and (17) we have

‖xn+1 − w‖ = ‖αnGnxn + βnxn + γnS
n
NS

n
N−1 . . . S

n
1 yn − w‖

≤ αn‖Gnxn − w‖+ βn‖xn − w‖+ γn‖SnNSnN−1 . . . Sn1 yn − w‖
≤ αn‖Gnxn −Gnw‖+ αn‖Gnw − w‖+ βn‖xn − w‖

+ γn‖Sn1 yn − w‖
≤ αnµn‖xn − w‖+ αn‖Gnw − w‖+ βn‖xn − w‖+ γn‖yn − w‖
≤ αnµn‖xn − w‖+ αn‖Gnw − w‖+ βn‖xn − w‖+ γn‖xn − w‖
≤ αnµn‖xn − w‖+ (1− αn)‖xn − w‖+ αn‖Gnw − w‖

≤ (1− αn(1− µn))‖xn − w‖+ αn(1− µn)
‖Gnw − w‖

1− µn
.

Similarly to step 1 of proof Theorem 3, ‖xn − w‖ is bounded, thus {xn},
{yn}, and {Sn2Sn1 yn} are bounded.

Step 2: We show that limn→∞ ‖xn+1 − xn‖ = 0.

It is sufficient to put S = Sn2S
n
1 in Step 2 from Theorem 3.

Step 3: We claim that limn−→∞ ‖Sn2Sn1 xn − xn‖ = 0.

It is sufficient to put S = Sn2S
n
1 in step 3. from Theorem 3.

Step 4: We show lim supn−→∞〈Gw − w, xn − w〉 ≤ 0.

It is sufficient to put S = Sn2S
n
1 in step 4. from Theorem 3.

Step 5: We prove limn→∞ ‖xn − w‖ = 0.

It is sufficient to put S = Sn2S
n
1 in step 5 from Theorem 3. �

Remark 2 Theorem 4 improves Theorem 2 by Peichao Duan and Songnian
He. It is sufficient to put T = I and βn = 0 in Theorem 4.
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