
Armenian Journal of Mathematics

Volume 10, Number 5, 2018, 1–20

Non–linear functionals preserving normal

distribution and their asymptotic normality

L. A. Khachatryan and B. S. Nahapetian

Abstract. We introduce sufficiently wide classes of non–linear
functionals preserving normal (Gaussian) distribution and estab-
lish various conditions under which a sequence of such functionals
is asymptotically normal. As a consequence, we obtain a gen-
eralization and sharpening of known results on the central limit
theorem for weighted sums (linear functionals) of independent
random variables.
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Introduction

Limit theorems for sums of independent random variables form a complete
theory which presents one of the main parts of the probability theory (see,
for instance, [4, 11]). At the same time, the question of the validity of the
central limit theorem (CLT) for wider classes of random processes is still very
actual. There are two main directions for researches: the validity of the CLT
for sums of dependent random variables, for example, processes with weakly
dependent components ( [2, 6, 10]), martingales ( [5]), and the asymptotic
normality of different classes of non–linear functionals on independent as
well as dependent random variables.

The present paper is concerned with the second problem. Namely, we
introduce sufficiently wide classes of non–linear functionals on random vari-
ables which have the following property: in the case when random variables
are independent and standard normally (Gaussian) distributed, the distri-
bution of the functional is standard Gaussian too, or, in our terminology,
the functional preserves the normal distribution (Section 1). In the second
section, we consider functionals, which preserve the normal distribution, on
independent, but not necessarily Gaussian random variables, and obtain con-
ditions under which a sequence of such functionals is asymptotically normal.
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As a consequence, we also obtain a generalization and sharpening of known
results on the CLT for weighted sums (linear functionals) of independent
random variables (Section 3).

1 Functionals preserving the normal distri-

bution

Denote by fn = fn(x1, x2, ..., xn) a real–valued functional defined in Rn,
n ≥ 2. We say that the functional fn preserves the normal distribution, if for
random variables ξ1, ξ2, ..., ξn which are independent and standard normally
distributed, the random variable fn(ξ1, ξ2, ..., ξn) has the standard normal
distribution N (0, 1) too.

Here are several simple examples of functionals preserving the normal
distribution (see, for instance, [8] and [12]).

Example 1 f2(x1, x2) =
x1 + x2√

2
.

Example 2 f2(x1, x2) =

√
2 · x1x2√
x21 + x22

.

Example 3 f3(x1, x2, x3) =
x1x2 + x3√

1 + x21
.

It is obvious that any superposition of functionals preserving the normal
distribution is again a functional which preserves the normal distribution.
This observation gives us an approach to the construction sequences fn,
n ≥ 2, of such functionals. For instance, Example 1 gives rise to the
following sequence of functionals preserving the normal distribution

fn(x1, x2, ..., xn) = f2 (x1, fn−1(x2, ..., xn)) =

=
x1√

2
+

x2

(
√

2)2
+

x3

(
√

2)3
+ ...+

xn−2

(
√

2)n−2
+
xn−1 + xn

(
√

2)n−1
, n > 2.

If we consider the functional

f̂2(x1, x2) =
x1x2√
x21 + x22

similar to the one in the Example 2, we obtain a sequence

f̂n(x1, x2, ..., xn) = f̂2(x1, f̂n−1(x2, ..., xn)) =

n∏
j=1

xj√
n∑
j=1

∏
1≤i≤n : i 6=j

x2i

, n > 2,
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of random variables normally distributed with parameters 0 and n−1. Hence,
functionals

fn(x1, x2, ..., xn) =

√
n ·

n∏
j=1

xj√
n∑
j=1

∏
1≤i≤n : i 6=j

x2i

, n > 2,

preserve the normal distribution.

Starting from the functional from the third example, we obtain the fol-
lowing sequence of functionals preserving the normal distribution

fn(x1, x2, ..., xn) = f3(x1, x2, fn−1(x1, x3, x4, ..., xn)) =

=
x1x2√
1 + x21

+
x1x3

1 + x21
+

x1x4
(1 + x21)

3/2
+ ...+

x1xn−1
(1 + x21)

(n−2)/2 +
xn

(1 + x21)
(n−2)/2 ,

n > 3.

Sequences of preserving the normal distribution functionals can be ob-
tained in other ways. For instance, Example 1 is a particular case of linear
functionals (weighted sums) with coefficients α

(n)
j , j = 1, n, i.e.

fn(x1, x2, ..., xn) =
n∑
j=1

α
(n)
j xj.

The classical case is obtained for α
(n)
j = n−1/2, j = 1, n.

For linear functionals the following statement is true.

Proposition 1 The linear functional fn with coefficients α
(n)
j , j = 1, n,

preserves the normal distribution if and only if

n∑
j=1

(
α
(n)
j

)2
= 1. (1)

Proof. Let ξ1, ξ2, ..., ξn be independent random variables with the standard
normal distributions. Consider the characteristic function ϕn of the random

variable
n∑
j=1

α
(n)
j ξj

ϕn(t) = E exp

{
it

n∑
j=1

α
(n)
j ξj

}
=

n∏
j=1

Eeitα
(n)
j ξj .
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To prove the proposition we need to show that ϕn(t) = e−t
2/2, t ∈ R. Since

α
(n)
j ξj ∼ N (0, α

(n)
j ), we have

E exp
{
itα

(n)
j ξj

}
= exp

{
−1

2

(
α
(n)
j t
)2}

.

Hence

ϕn(t) =
n∏
j=1

e−(α
(n)
j t)2/2 = exp

{
−t

2

2

n∑
j=1

(
α
(n)
j

)2}
.

From here it follows that ϕn(t) = e−t
2/2 if and only if

n∑
j=1

(
α
(n)
j

)2
= 1. �

Next proposition shows how one can construct linear functionals preserv-
ing the normal distribution using a superposition.

Proposition 2 Consider the functional

f2(x1, x2) = αx1 + βx2, α, β ∈ R\{0, 1},

and the superposition

fn(x1, x2, ..., xn) = f2 (x1, fn−1(x2, x3, ..., xn)) , n > 2. (2)

1. For any n ≥ 2, fn is the linear functional with coefficients α
(n)
j of the

form

α(n)
n = βn−1, α

(n)
j = αβj−1, 1 ≤ j < n− 1. (3)

Conversely, any linear functional fn with coefficients given by (3) can be
represented as the superposition (2) where f2 has coefficients α and β.

2. The linear functional (2) preserves the normal distribution if and only
if the coefficients α and β of the functional f2 are such that α2 + β2 = 1.

Proof. It is easy to see that

f2 (x1, fn−1(x2, x3, ..., xn)) =
n∑
j=1

α
(n)
j xj,

where α
(n)
j , 1 ≤ j ≤ n, are some coefficients. Let us show that these coeffi-

cients have the form (3). Indeed, for n = 3 we have

f3(x1, x2, x3) = f2(x1, f2(x2, x3)) = αx1 + αβx2 + β2x3
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Assume now that the statement is true for the functional fn−1. Then

fn(x1, x2, ..., xn) = f2 (x1, fn−1(x2, x3, ..., xn)) = αx1 + β

n−1∑
j=1

α
(n−1)
j xj+1 =

= αx1 + β

(
n−2∑
j=1

αβj−1xj+1 + βn−2xn

)
=

n−1∑
j=1

αβj−1xj + βn−1xn,

and hence coefficients of fn have the form (3). Conversely, for any linear
functional fn with coefficients given by (3) we can write

fn(x1, x2, ..., xn) =
n∑
j=1

α
(n)
j xj =

n−1∑
j=1

αβj−1xj + βn−1xn =

= αx1 + β

(
n−2∑
j=1

αβj−1xj+1 + βn−2xn

)
= f2 (x1, fn−1(x2, x3, ..., xn)) .

To prove the second statement of the proposition note that for any n ≥ 2
we have

n∑
j=1

(
α
(n)
j

)2
=

n−1∑
j=1

α2
(
βj−1

)2
+
(
βn−1

)2
= α2 · 1− (β2)

n−1

1− β2
+
(
β2
)n−1

.

If α2 + β2 = 1 then the right–hand side of the expression above equals to 1,
and hence for fn condition (1) holds. On the other hand, if linear functionals
fn with coefficients (3) preserve the normal distribution then condition (1)
is fulfilled for n = 2 as well, and hence α2 + β2 = 1. �

Functional f3 from the Example 3 can be generalized in the following
way

Example 4 fn+1(x0, x1, x2, ..., xn) =
x0x1 + x2 + ...+ xn√

n− 1 + x20
, n ≥ 2.

We can write

fn+1(x0, x1, x2, ..., xn) =
x0x1 + x2 + ...+ xn√

n− 1 + x20
=

=
x0√

n− 1 + x20
· x1 +

n∑
j=2

1√
n− 1 + x20

· xj.

Note that for any x0 ∈ R(
x0√

n− 1 + x20

)2

+
n∑
j=2

(
1√

n− 1 + x20

)2

=
x20

n− 1 + x20
+

n− 1

n− 1 + x20
= 1.
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Below we prove a general result, from which, particularly, one can see that
considered functionals preserve the normal distribution.

The main class of non–linear functionals considered in the paper is de-
fined as follows. Let α

(n)
j (x), j = 1, n, x ∈ R, be a set of non–zero functions,

and put

fn+1(x0, x1, x2, ..., xn) = fx0n (x1, x2, ..., xn) =
n∑
j=1

α
(n)
j (x0)xj. (4)

In the next theorem, a condition for such functional to preserve the normal
distribution is introduced.

Theorem 1 The functional (4) preserves the normal distribution if

n∑
j=1

(
α
(n)
j (z)

)2
= 1 for any z ∈ R. (5)

Proof. Let random variables ξ0, ξ1, ξ2, ..., ξn be independent and standard
normally distributed. We will show that

E

(
n∑
j=1

α
(n)
j (ξ0)ξj

)2k−1

= 0, E

(
n∑
j=1

α
(n)
j (ξ0)ξj

)2k

=
(2k)!

2kk!
, k = 1, 2, ...

Since the normal distribution is uniquely determined by its moments, from

here it will follow that
n∑
j=1

α
(n)
j (ξ0)ξj ∼ N (0, 1).

First consider odd moments. Taking into account the independence of
ξ0, ξ1, ξ2, ..., ξn, we can write

E

(
n∑
j=1

α
(n)
j (ξ0)ξj

)2k−1

=

= E

 ∑
0≤m1,m2,...,mn≤2k−1:
m1+m2+...+mn=2k−1

(2k − 1)!

m1!m2! · ... ·mn!

n∏
i=1

(
α
(n)
i (ξ0)

)mi
ξmii

 =

=
∑

0≤m1,...,mn≤2k−1:
m1+...+mn=2k−1

(2k − 1)!

m1!m2! · ... ·mn!

n∏
i=1

Eξmii · E

(
n∏
i=1

(
α
(n)
i (ξ0)

)mi)
.

It remains to note that since m1 +m2 + ...+mn = 2k − 1, for any numbers
0 ≤ m1, ...,mn ≤ 2k − 1 there exists i, 1 ≤ i ≤ n, such that mi is odd, and
hence Eξmii = 0.
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Now consider even moments. We have

E

(
n∑
j=1

α
(n)
j (ξ0)ξj

)2k

=

=
∑

0≤m1,m2,...,mn≤2k:
m1+m2+...+mn=2k

(2k)!

m1!m2! · ... ·mn!

n∏
i=1

Eξmii · E

(
n∏
i=1

(
α
(n)
i (ξ0)

)mi)
.

If there is at least one odd number among m1,m2, ...,mn, then
n∏
i=1

Eξmii =

0. Hence only those summands remain in the sum for which all numbers
m1,m2, ...,mn are even. Therefore we can write

E

(
n∑
j=1

α
(n)
j (ξ0)ξj

)2k

=

=
∑

0≤m1,...,mn≤k:
m1+...+mn=k

(2k)!

(2m1)! · ... · (2mn)!

n∏
i=1

Eξ2mii · E

(
n∏
i=1

(
α
(n)
i (ξ0)

)2mi)
=

=
∑

0≤m1,...,mn≤k:
m1+...+mn=k

(2k)!

(2m1)! · ... · (2mn)!

n∏
i=1

(2mi)!

2mimi!
· E

(
n∏
i=1

(
α
(n)
i (ξ0)

)2mi)
=

=
(2k)!

2kk!
E

 ∑
0≤m1,...,mn≤k:
m1+...+mn=k

k!

m1! · ... ·mn!
·
n∏
i=1

((
α
(n)
i (ξ0)

)2)mi =

=
(2k)!

2kk!
E

(
n∑
i=1

(
α
(n)
i (ξ0)

)2)k

.

It remains to note that due to the condition (5), E

(
n∑
i=1

(
α
(n)
i (ξ0)

)2)k

= 1

for any k. �

It is not difficult to see that in the proof of the theorem above we do not
use any condition on the distribution of ξ0. Hence the result of the previous
theorem can be generalized in the following form.

Theorem 2 Let ζ, ξ1, ξ2, ..., ξn be independent random variables, and let
ξj ∼ N (0, 1), j = 1, n. The random variable

f ζn(ξ1, ξ2, ..., ξn) =
n∑
i=1

α
(n)
i (ζ)ξi
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has the standard normal distribution if condition (5) is fulfilled.

Example 4 permits the following generalization.

Example 5 Let g : R→ R be a Borel function, and put

α(n)
n (z) =

g(z)√
n− 1 + g2(z)

, α
(n)
j (z) =

1√
n− 1 + g2(z)

, 1 ≤ j ≤ n− 1.

Then functionals

f zn(x1, x2, ..., xn) =
n−1∑
j=1

xj√
n− 1 + g2(z)

+
xn · g(z)√
n− 1 + g2(z)

, n ≥ 2,

preserve the normal distribution.

Indeed, for any fixed n ≥ 2

n∑
j=1

(
α
(n)
j (z)

)2
=

n− 1

n− 1 + g2(z)
+

g2(z)

n− 1 + g2(z)
= 1.

Hence the condition (5) is fulfilled for any z ∈ R.
Further generalization of this example one can find in [9].

2 Asymptotic normality of sequences of func-

tionals preserving the normal distribution

In this section we consider functionals fn on independent random variables
η1, η2, ..., ηn which are not necessarily Gaussian. We say that a sequence of
functionals fn(η1, η2, ..., ηn), n ≥ 2, is asymptotically normal if their distri-
butions converge to the standard normal one as n→∞.

Conditions under which a sequence of preserving the normal distribution
functionals (4) is asymptotically normal are given in the following technical
lemma.

Lemma 1 Let functions α
(n)
j , j = 1, n, satisfying condition (5), be such

that for independent random variables ζ, ξ1, ..., ξn, where ξj ∼ N (0, 1), and
any ε > 0,

n∑
j=1

E

((
α
(n)
j (ζ)ξj

)2
I
(∣∣∣α(n)

j (ζ)ξj

∣∣∣ > ε
))
→ 0 as n→∞.
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Then for any independent random variables η1, ..., ηn which are independent
of ζ and such that Eηj = 0, Dηj = 1, j = 1, n, and for any ε > 0

n∑
j=1

E

((
α
(n)
j (ζ)ηj

)2
I
(∣∣∣α(n)

j (ζ)ηj

∣∣∣ > ε
))
→ 0 as n→∞,

the sequence of functionals

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj, n ≥ 2,

is asymptotically normal.

Proof. We need to show that∣∣∣∣∣E exp

{
it

n∑
j=1

α
(n)
j (ζ)ηj

}
− e−t2/2

∣∣∣∣∣→ 0 as n→∞.

Let the standard normally distributed random variables ξ1, ..., ξn be inde-
pendent of η1, ..., ηn. Since the functionals under consideration f ζn preserve
the normal distribution we have

E exp

{
it

n∑
j=1

α
(n)
j (ζ)ξj

}
= e−t

2/2, n ≥ 2.

Hence we can write∣∣∣∣∣E exp

{
it

n∑
j=1

α
(n)
j (ζ)ηj

}
− e−t2/2

∣∣∣∣∣ =

=

∣∣∣∣∣E exp

{
it

n∑
j=1

α
(n)
j (ζ)ηj

}
− E exp

{
it

n∑
j=1

α
(n)
j (ζ)ξj

}∣∣∣∣∣ .
Denote

ζ
(n)
1 = f ζn(0, ξ2, ..., ξn) =

n∑
j=2

α
(n)
j (ζ)ξj,

ζ(n)n = f ζn(η1, ..., ηn−1, 0) =
n−1∑
j=1

α
(n)
j (ζ)ηj,

and for any k, 1 < k < n,

ζ
(n)
k = f ζn(η1, ..., ηk−1, 0, ξk+1, ..., ξn) =

k−1∑
j=1

α
(n)
j (ζ)ηj +

n∑
j=k+1

α
(n)
j (ζ)ξj.
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Then∣∣∣∣∣E exp

{
it

n∑
j=1

α
(n)
j (ζ)ηj

}
− E exp

{
it

n∑
j=1

α
(n)
j (ζ)ξj

}∣∣∣∣∣ =

=

∣∣∣∣∣
n∑
k=1

(
E exp

{
it(ζ

(n)
k + α

(n)
k (ζ)ηk)

}
− E exp

{
it(ζ

(n)
k + α

(n)
k (ζ)ξk)

})∣∣∣∣∣ ≤
≤

n∑
k=1

∣∣∣Eeitζ(n)k · eitα
(n)
k (ζ)ηk − Eeitζ

(n)
k · eitα

(n)
k (ζ)ξk

∣∣∣ .
Since for any k

Eeitζ
(n)
k α

(n)
k (ζ)ηk = Eeitζ

(n)
k α

(n)
k (ζ) · Eηk = 0 =

= Eeitζ
(n)
k α

(n)
k (ζ) · Eξk = Eeitζ

(n)
k α

(n)
k (ζ)ξk,

Eeitζ
(n)
k

(
α
(n)
k (ζ)ηk

)2
= Eeitζ

(n)
k

(
α
(n)
k (ζ)

)2
· Eη2k =

= Eeitζ
(n)
k

(
α
(n)
k (ζ)

)2
· Eξ2k = Eeitζ

(n)
k

(
α
(n)
k (ζ)ξk

)2
,

and
∣∣∣eitζ(n)k

∣∣∣ ≤ 1, further we can write

n∑
k=1

∣∣∣Eeitζ(n)k · eitα
(n)
k (ζ)ηk − Eeitζ

(n)
k · eitα

(n)
k (ζ)ξk

∣∣∣ =

=
n∑
k=1

∣∣∣∣Eeitζ(n)k ·
(
eitα

(n)
k (ζ)ηk − 1− itα(n)

k (ζ)ηk −
(it)2

2
(α

(n)
k (ζ)ηk)

2

)
−

−Eeitζ
(n)
k ·

(
eitα

(n)
k (ζ)ξk − 1− itα(n)

k (ζ)ξk −
(it)2

2
(α

(n)
k (ζ)ξk)

2

)∣∣∣∣ ≤
≤

n∑
k=1

E

∣∣∣∣eitα(n)
k (ζ)ηk − 1− itα(n)

k (ζ)ηk −
(it)2

2
(α

(n)
k (ζ)ηk)

2

∣∣∣∣+
+

n∑
k=1

E

∣∣∣∣eitα(n)
k (ζ)ξk − 1− itα(n)

k (ζ)ξk −
(it)2

2
(α

(n)
k (ζ)ξk)

2

∣∣∣∣ .
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Using the well-known estimation∣∣∣∣∣eit −
N∑
k=0

(it)k

k!

∣∣∣∣∣ ≤ min

{
2 |t|N

N !
,
|t|N+1

(N + 1)!

}
, N = 0, 1, 2, ... (6)

for any ε > 0 we obtain

n∑
k=1

E

∣∣∣∣eitα(n)
k (ζ)ηk − 1− itα(n)

k (ζ)ηk −
(it)2

2
(α

(n)
k (ζ)ηk)

2

∣∣∣∣ ≤
≤ |t|

3

3!

∑
k:
∣∣∣α(n)
k (ζ)ηk

∣∣∣≤ε
E
∣∣∣α(n)

k (ζ)ηk

∣∣∣3 +
2t2

2!

∑
k:
∣∣∣α(n)
k (ζ)ηk

∣∣∣>ε
E
∣∣∣α(n)

k (ζ)ηk

∣∣∣2 ≤

≤ |t|
3

6
ε

n∑
k=1

E
(
α
(n)
k (ζ)

)2
Eη2k + t2

n∑
k=1

E

((
α
(n)
k (ζ)ηk

)2
I
(∣∣∣α(n)

k (ζ)ηk

∣∣∣ > ε
))

=

=
|t|3

6
ε+ t2

n∑
k=1

E

((
α
(n)
k (ζ)ηk

)2
I
(∣∣∣α(n)

k (ζ)ηk

∣∣∣ > ε
))

.

Similarly,

n∑
k=1

E

∣∣∣∣eitα(n)
k (ζ)ξk − 1− itα(n)

k (ζ)ξk −
(it)2

2
(α

(n)
k (ζ)ξk)

2

∣∣∣∣ ≤
≤ |t|

3

6
ε+ t2

n∑
k=1

E

((
α
(n)
k (ζ)ξk

)2
I
(∣∣∣α(n)

k (ζ)ξk

∣∣∣ > ε
))

.

Hence ∣∣∣∣∣E exp

{
it

n∑
j=1

α
(n)
j (ζ)ηj

}
− e−t2/2

∣∣∣∣∣ ≤ |t|33
ε+

+t2
n∑
k=1

E

((
α
(n)
k (ζ)ηk

)2
I
(∣∣∣α(n)

k (ζ)ηk

∣∣∣ > ε
))

+

+t2
n∑
k=1

E

((
α
(n)
k (ζ)ξk

)2
I
(∣∣∣α(n)

k (ζ)ξk

∣∣∣ > ε
))

,

which completes the proof. �

An application of the Lemma 1 brings to the following result.



12 L. A. KHACHATRYAN AND B. S. NAHAPETIAN

Theorem 3 Let functions α
(n)
j , j = 1, n, satisfying condition (5), be such

that
max
1≤j≤n

sup
z∈R

∣∣∣α(n)
j (z)

∣∣∣→ 0 as n→∞.

Then for any independent random variables ζ, η1, ..., ηn such that Eηj = 0,
Dηj = 1, j = 1, n, and for some δ > 0

sup
1≤j≤n

E |ηj|2+δ = Cδ <∞,

the sequence of functionals

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj, n ≥ 2,

is asymptotically normal.

Proof. We need to check that conditions of the Lemma 1 are fulfilled. For
any ε > 0 we have

E
∣∣∣α(n)

j (ζ)ηj

∣∣∣2+δ ≥ E

(∣∣∣α(n)
j (ζ)ηj

∣∣∣2+δ I (∣∣∣α(n)
j (ζ)ηj

∣∣∣ > ε
))

>

> εδE

((
α
(n)
j (ζ)ηj

)2
I
(∣∣∣α(n)

j (ζ)ηj

∣∣∣ > ε
))

,

and hence

E

((
α
(n)
j (ζ)ηj

)2
I
(∣∣∣α(n)

j (ζ)ηj

∣∣∣ > ε
))
≤

≤ 1

εδ
E
∣∣∣α(n)

j (ζ)
∣∣∣2+δ E |ηj|2+δ ≤ Cδ

εδ
E
∣∣∣α(n)

j (ζ)
∣∣∣2+δ ,

1 ≤ j ≤ n. Then

n∑
j=1

E

((
α
(n)
j (ζ)ηj

)2
I
(∣∣∣α(n)

j (ζ)ηj

∣∣∣ > ε
))
≤ Cδ

εδ

n∑
j=1

E
∣∣∣α(n)

j (ζ)
∣∣∣2+δ ≤

≤ Cδ
εδ

max
1≤j≤n

sup
z∈R

∣∣∣α(n)
j (z)

∣∣∣δ E n∑
j=1

(
α
(n)
j (ζ)

)2
=
Cδ
εδ

(
max
1≤j≤n

sup
z∈R

∣∣∣α(n)
j (z)

∣∣∣)δ → 0

as n→∞.
Similarly, for independent standard normally distributed random vari-

ables ξ1, ξ2, ..., ξn, which are independent of ζ, we have

E

((
α
(n)
j (ζ)ξj

)2
I
(∣∣∣α(n)

j (ζ)ξj

∣∣∣ > ε
))
≤ 3(2+δ)/4

εδ
E
∣∣∣α(n)

j (ζ)
∣∣∣2+δ ,
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and hence
n∑
j=1

E

((
α
(n)
j (ζ)ξj

)2
I
(∣∣∣α(n)

j (ζ)ξj

∣∣∣ > ε
))
≤

≤ 3(2+δ)/4

εδ

(
max
1≤j≤n

sup
z∈R

∣∣∣α(n)
j (z)

∣∣∣)δ → 0

as n→∞. �

Another type of conditions on the functions α
(n)
j (z), z ∈ R, j = 1, n, un-

der which the sequence of functionals given by (4) is asymptotically normal,
is introduced in the following two theorems.

Theorem 4 Let random variable ζ and functions α
(n)
j , j = 1, n, be such

that
n∑
j=1

E

∣∣∣∣α(n)
j (ζ)− 1√

n

∣∣∣∣→ 0 as n→∞. (7)

Let η1, η2, ..., ηn be independent random variables with finite second moments
which are independent of ζ too and for which the CLT holds. Then the
sequence of functionals

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj, n ≥ 2,

is asymptotically normal.

Proof. For any n ≥ 2 we can write

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj =

1√
n

n∑
j=1

ηj +
n∑
j=1

(
α
(n)
j (ζ)− 1√

n

)
ηj.

Since for random variables η1, η2, ..., ηn the CLT is valid, the first summand
on the right–hand side of the obtained expression is asymptotically normal.
Therefore to complete the proof we need to show that the second summand
tends to 0 in probability.

Note that E|ηj| ≤
(
Eη2j

)1/2
= C < ∞ for any j = 1, n. Hence due to

the Chebychev inequality for any ε > 0 we have

P

(∣∣∣∣∣
n∑
j=1

(
α
(n)
j (ζ)− 1√

n

)
ηj

∣∣∣∣∣ > ε

)
≤ 1

ε
E

∣∣∣∣∣
n∑
j=1

(
α
(n)
j (ζ)− 1√

n

)
ηj

∣∣∣∣∣ ≤
≤ 1

ε

n∑
j=1

E

∣∣∣∣α(n)
j (ζ)− 1√

n

∣∣∣∣E|ηi| ≤ C

ε

n∑
j=1

E

∣∣∣∣α(n)
j (ζ)− 1√

n

∣∣∣∣→ 0

as n→∞. �
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Example 5 (continuation). Let us show that functions α
(n)
j , j = 1, n,

considered in the Example 5 satisfy the condition (7). Indeed, let function
g be such that Eg2(ζ) <∞. For any fixed n we have

n∑
j=1

E

∣∣∣∣α(n)
j (ζ)− 1√

n

∣∣∣∣ =

= E

∣∣∣∣∣ g(ζ)√
n− 1 + g2(ζ)

− 1√
n

∣∣∣∣∣+ (n− 1)E

∣∣∣∣∣ 1√
n− 1 + g2(ζ)

− 1√
n

∣∣∣∣∣ .
For the first summand in the right–hand side of this expression we obtain

E

∣∣∣∣∣ g(ζ)√
n− 1 + g2(ζ)

− 1√
n

∣∣∣∣∣ ≤ E|g(ζ)|√
n− 1

+
1√
n
→ 0 as n→∞,

since E|g(ζ)| ≤ (Eg2(ζ))
1/2

<∞. For the second summand we can write

(n− 1)E

∣∣∣∣∣ 1√
n− 1 + g2(ζ)

− 1√
n

∣∣∣∣∣ = (n− 1)E

∣∣∣∣∣
√
n−

√
n− 1 + g2(ζ)

√
n ·
√
n− 1 + g2(ζ)

∣∣∣∣∣ =

= (n− 1)E

∣∣∣∣∣∣ n− (n− 1 + g2(ζ))(√
n+

√
n− 1 + g2(ζ)

)√
n ·
√
n− 1 + g2(ζ)

∣∣∣∣∣∣ ≤
≤ n− 1

n
· E|1− g

2(ζ)|√
n− 1

→ 0

as n→∞.

Theorem 5 Let functions α
(n)
j , j = 1, n, satisfy the condition (5) and let

random variable ζ be such that

max
1≤j≤n

E
∣∣∣α(n)

j (ζ)
∣∣∣→ 0 as n→ 0

and for some δ, 0 < δ < 1/2,

max
n≥1

n∑
j=1

E
1

2(1+δ)

(
α
(n)
j (ζ)

)2
≤ C <∞

Let η1, η2, ..., ηn be independent random variables which are independent of
ζ too and such that Eηj = 0, Dηj = 1, j = 1, n. Then the sequence of
functionals

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj, n ≥ 2,

is asymptotically normal.
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Proof. Let ξ1, ξ2, ..., ξn be independent standard normally distributed ran-
dom variables which are also independent of ζ, η1, η2, ..., ηn. We have

f ζn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j (ζ)ηj =

n∑
j=1

α
(n)
j (ζ)ξj +

n∑
j=1

α
(n)
j (ζ)(ηj − ξj).

Since the condition (5) is fulfilled, due to the Theorem 2,
n∑
j=1

α
(n)
j (ζ)ξj ∼

N (0, 1). Hence to prove the theorem we need to show that the last summand
in the expression above converges in probability to 0 as n→∞.

Successively applying Chebyshev and Minkowski inequalities, for any
ε > 0 we can write

P

(∣∣∣∣∣
n∑
j=1

α
(n)
j (ζ)(ηj − ξj)

∣∣∣∣∣ > ε

)
= P

∣∣∣∣∣
n∑
j=1

α
(n)
j (ζ)(ηj − ξj)

∣∣∣∣∣
1+δ

> ε1+δ

 ≤

≤ 1

ε1+δ
E

∣∣∣∣∣
n∑
j=1

α
(n)
j (ζ)(ηj − ξj)

∣∣∣∣∣
1+δ

≤ 1

ε1+δ

(
n∑
j=1

E
1

1+δ

∣∣∣α(n)
j (ζ)(ηj − ξj)

∣∣∣1+δ)1+δ

.

Since random variables ζ, ηj and ξj are independent, for any j = 1, n we
have

E
∣∣∣α(n)

j (ζ)(ηj − ξj)
∣∣∣1+δ = E

∣∣∣α(n)
j (ζ)

∣∣∣1+δ · E |ηj − ξj|1+δ .
Here

E |ηj − ξj|1+δ ≤
(
E(ηj − ξj)2

) 1+δ
2 = 2

1+δ
2 ,

by virtue of Hölder’s inequality

E
∣∣∣α(n)

j (ζ)
∣∣∣1+δ = E

(∣∣∣α(n)
j (ζ)

∣∣∣ · ∣∣∣α(n)
j (ζ)

∣∣∣δ) ≤ E
1
2

(
α
(n)
j (ζ)

)2
· E

1
2

∣∣∣α(n)
j (ζ)

∣∣∣2δ ,
and

E
∣∣∣α(n)

j (ζ)
∣∣∣2δ ≤ E2δ

∣∣∣α(n)
j (ζ)

∣∣∣
since 0 < 2δ < 1. Hence

n∑
j=1

E
1

1+δ

∣∣∣α(n)
j (ζ)(ηj − ξj)

∣∣∣1+δ ≤ √2
n∑
j=1

E
1

2(1+δ)

(
α
(n)
j (ζ)

)2
E

δ
1+δ

∣∣∣α(n)
j (ζ)

∣∣∣ ≤
≤
√

2 max
1≤j≤n

E
∣∣∣α(n)

j (ζ)
∣∣∣ δ
1+δ

n∑
j=1

E
1

2(1+δ)

(
α
(n)
j (ζ)

)2
≤ C
√

2

(
max
1≤j≤n

E
∣∣∣α(n)

j (ζ)
∣∣∣) δ

1+δ

.
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Finally we obtain

P

(∣∣∣∣∣
n∑
j=1

α
(n)
j (ζ)(ηj − ξj)

∣∣∣∣∣ > ε

)
≤

(
C
√

2

ε

)1+δ (
max
1≤j≤n

E
∣∣∣α(n)

j (ζ)
∣∣∣)δ → 0

as n→∞. �

3 Remarks on asymptotic normality of se-

quences of linear functionals

In this section we consider linear functionals

fn(η1, η2, ..., ηn) =
n∑
j=1

α
(n)
j ηj, n ≥ 2.

Conditions under which a sequence of such functionals (weighted sums) is
asymptotically normal were obtained in several works. For example, Weber
in [13] introduced conditions on the 4-th power of the coefficients α

(n)
j as

well as existence of Eηpj for p > 4. Fisher ( [3]) and Kevei ( [7]) used the
appropriate rate of convergence to 0 for the coefficients. It is also worth
noting that in the mentioned papers only identically distributed random
variables η1, η2, ..., ηn were considered.

Below we formulate the CLT for linear functionals on independent but
not necessarily identically distributed random variables under the condition
of the finiteness of their (2+δ)- th moments for some δ > 0 and the condition
on squares of corresponding coefficients.

Theorem 6 Let coefficients α
(n)
j , j = 1, n, of linear functionals fn satisfy

the condition (1) and be such that

max
1≤j≤n

∣∣∣α(n)
j

∣∣∣→ 0 as n→∞.

Let η1, η2, ..., ηn be independent random variables such that Eηj = 0, Eη2j =

1, j = 1, n, and for some δ > 0

sup
1≤j≤n

E |ηj|2+δ = Cδ <∞.

Then the sequence of linear functionals fn(η1, η2, ..., ηn), n ≥ 2, is asymptot-
ically normal.

This theorem can be obtained as a direct corollary of the Theorem 3 for
α
(n)
j (z) ≡ α

(n)
j , 1 ≤ j ≤ n. On the other hand, it can be easily proved by

the use of the following general lemma.
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Lemma 2 Let the coefficients α
(n)
j , j = 1, n, of the linear functionals fn

satisfy the condition (1) and be such that for independent random variables
η1, η2, ..., ηn with Eηj = 0, Dηj = 1, j = 1, n, and any ε > 0

n∑
j=1

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ > ε
))
→ 0 as n→∞.

Then the sequence of linear functionals fn(η1, η2, ..., ηn), n ≥ 2, is asymptot-
ically normal.

The proof of the Lemma 2 can be obtained as a corollary of the CLT
for a series scheme of random variables independent in each series (see, for
instance, Theorem 7.2 in [1]). An application of the method used in the
proof of Lemma 1 allows us to give quite simple proof of this result.

Proof of the Lemma 2 First let us note that using mathematical induc-
tion, it is not difficult to show that for any two finite sequences of complex
numbers a1, a2, ..., aN and b1, b2, ..., bN such that

|ak| ≤ 1, |bk| ≤ 1, 1 ≤ k ≤ N,

the following estimation is valid∣∣∣∣∣
N∏
k=1

ak −
N∏
k=1

bk

∣∣∣∣∣ ≤
N∑
k=1

|ak − bk| . (8)

Let ξ1, ξ2, ..., ξn be independent standard normally distributed random

variables which are independent of η1, η2, ..., ηn as well. Then
n∑
j=1

α
(n)
j ξj ∼

N (0, 1), and hence with the use of (8) we can write∣∣∣∣∣Eeit
n∑
j=1

α
(n)
j ηj
− e−t2/2

∣∣∣∣∣ =

∣∣∣∣∣
n∏
j=1

Eeitα
(n)
j ηj −

n∏
j=1

Eeitα
(n)
j ξj

∣∣∣∣∣ ≤
≤

n∑
j=1

∣∣∣Eeitα(n)
j ηj − Eeitα

(n)
j ξj

∣∣∣ .
Since for any j

Eα
(n)
j ηj = Eα

(n)
j ξj = 0,

E(α
(n)
j ηj)

2 = E(α
(n)
j ξj)

2 = (α
(n)
j )2, E(α

(n)
j ξj)

3 = 0,
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further we have

n∑
j=1

∣∣∣Eeitα(n)
j ηj − Eeitα

(n)
j ξj

∣∣∣ ≤ n∑
j=1

E

∣∣∣∣eitα(n)
j ηj − 1− itα(n)

j ηj −
(it)2

2!
(α

(n)
j ηj)

2

∣∣∣∣+
+

n∑
j=1

E

∣∣∣∣eitα(n)
j ξj − 1− itα(n)

j ξj −
(it)2

2!
(α

(n)
j ξj)

2 − (it)3

3!
(α

(n)
j ξj)

3

∣∣∣∣ .
With application of the estimation (6) for any ε > 0 we can write

n∑
j=1

E

∣∣∣∣eitα(n)
j ηj − 1− itα(n)

j ηj −
(it)2

2!
(α

(n)
j ηj)

2

∣∣∣∣ ≤
≤ |t|

3

3!

∑
j:|α(n)

j ηj |≤ε

E
∣∣∣α(n)

j ηj

∣∣∣3 +
2|t|2

2!

∑
j:|α(n)

j ηj |>ε

E
∣∣∣α(n)

j ηj

∣∣∣2 ≤

≤ |t|
3

6
ε+ t2

n∑
j=1

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ > ε
))

.

Since Eξ4j = 3 and
(
α
(n)
j

)2
= E

(
α
(n)
j ηj

)2
, we also have

n∑
j=1

E

∣∣∣∣eitα(n)
j ξj − 1− itα(n)

j ξj −
(it)2

2!
(α

(n)
j ξj)

2 − (it)3

3!
(α

(n)
j ξj)

3

∣∣∣∣ ≤
≤ t4

4!

n∑
j=1

E
∣∣∣α(n)

j ξj

∣∣∣4 =
t4

4!

n∑
j=1

3
(
α
(n)
j

)4
≤ t4

8
max
1≤j≤n

(
α
(n)
j

)2 n∑
j=1

(
α
(n)
j

)2
=

=
t4

8
max
1≤j≤n

E

((
α
(n)
j ηj

)2)
≤ t4

8
max
1≤j≤n

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ ≤ ε
))

+

+
t4

8
max
1≤j≤n

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ > ε
))
≤

≤ t4

8
ε2 +

t4

8

n∑
j=1

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ > ε
))

.
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Finally we obtain∣∣∣∣∣Eeit
n∑
j=1

α
(n)
j ηj
− e−t2/2

∣∣∣∣∣ ≤

≤ |t|
3

6
ε+

t4

8
ε2 +

(
t2 +

t4

8

) n∑
j=1

E

((
α
(n)
j ηj

)2
I
(∣∣∣α(n)

j ηj

∣∣∣ > ε
))

,

which completes the proof. �

The authors are grateful to the referee for careful reading of the paper
and valuable suggestions.
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