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#### Abstract

The paper generalizes the self-adjoint differential operator $\square$ on hypersurfaces of a constant curvature manifold to submanifolds, introduced by Cheng-Yau. Using the series of such operators, a new way to prove Minkowski-Hsiung integral formula is given and some integral formulas for compact submanifolds is derived. An application to a hypersurface of a Riemannian manifold with harmonic Riemannian curvature is presented.
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## Introduction

Denote by $V$ and $W$ an $n$-dimensional and a $p$-dimensional vector spaces, respectively, $V^{*}$ the dual space of $V,\left\{e_{i}\right\}(i=1, \ldots, n)$ and $\left\{e_{\alpha}\right\}(\alpha=1, \ldots, p)$ bases of $V$ and of $W$, respectively. Let the tensor $D=\sum_{\alpha, i, j} D_{i j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha} \in$ $V^{*} \otimes V^{*} \otimes W$ be symmetric which means that $D_{i j}^{\alpha}=D_{j i}^{\alpha}$, where $\left\{\omega_{i}\right\}$ is the dual basis of $\left\{e_{i}\right\}$. In this paper we first define the $r$-th Newton tensor $T_{(r)}(D)(r=0,1, \ldots, n)$, determined by the tensor $D$ of type $(1,2)$ which will be called the generalized Newton tensor. When $V$ is the tangent space to a submanifold at some point, and $D$ is the second fundamental form of the submanifold (associated with the metric), the $r$-th elementary symmetric functions are called the modified mean curvatures. Following this, we define in the paper the $r$-th modified mean curvatures of $D_{i j}^{\alpha}$ and call them $Q_{r}$. We also study some algebraic properties of the $r$-th Newton tensor associated

[^0]with $r$-th modified mean curvatures and the properties of them for a submanifold of a space with constant sectional curvature. We note that these definitions and properties are natural generalizations of the classical Newton tensor and the $r$-th elementary symmetric polynomial's definitions and properties (see [17]). Then, following the operator introduced by Cheng-Yau in [6 and using the Newton tensor we induce a series of differential operators $\square^{r}$ which are adjoint relative to the $L^{2}$-inner product. In the study of those properties, we find a new way to prove Minkowski-Hsiung integral formula and derive some integral formulas for compact submanifolds, which are analogous to the usual Minkowski-Hsiung integral formula. Considering the case $\square^{r}$ acts on $Q_{r}$, we obtain two general conclusions. Finally, we focus on the $\square^{2}$ operator for a hypersurface of a Riemannian manifold with harmonic Riemanian curvature to study and obtain a result of [20].

I'd like to thank Prof. Guo Zhen for brilliant guidance and stimulations.

## 1 The generalized Newton tensor and the higher order mean curvatures

We begin with an algebra, first recalling some fundamental formulas. Let $V$ be a (real) $n$-dimensional vector space, and $D: V \longrightarrow V$ be a diagonalizable linear transformation. We fix a basis $\left\{v_{i}, i=1, \ldots, n\right\}$ of V , and denote the matrix of $D$ relative to this basis by $\left(D_{i j}\right)$, and the eigenvalues of $D$ relative to this basis by $k_{1}, \ldots, k_{n}$.
The $r$-th elementary symmetric function is

$$
Q_{r}=\sum_{1 \leq i_{1} \leq \cdots \leq i_{r} \leq n} k_{i_{1}} \cdots k_{i_{r}}=\frac{1}{r!} \sum_{i_{1}, \cdots, i_{r}} k_{i_{1}} \cdots k_{i_{r}} .
$$

The $r$-th Newton tensor is

$$
T_{(r)}(D)=Q_{r} I-Q_{r-1} D+\cdots+(-1)^{r} D_{r},
$$

where $D_{r}$ denotes the $r$-times linear transformation on the vector space $V$ by $D$. Relative to $\left\{v_{i}\right\}$, the matrix of $T_{r}(D)$ is

$$
T_{(r) i j}=Q_{r} \delta_{i j}-Q_{r-1} D_{i j}+\cdots+(-1)^{r} D_{i i_{1}} \cdots D_{i_{r} j} .
$$

R. C. Reilly gave the following properties (see [17):
1). $T_{(r+1)}(D)=Q_{r+1} I-D T_{(r)}, r=0,1, \ldots, n$, where $I$ is the identity transformation.
2). $T_{(r)}(D)=D T_{(r)}$.
3). $(r+1) Q_{r+1}=\operatorname{Trace}\left(D T_{(r)}\right)$.
4). Let $D=D(t)$ be a smooth one-parameter family of diagonalizable transformations of V . Then for $r=0,1, \ldots, n$ we have

$$
\frac{\partial Q_{r+1}}{\partial t}=\operatorname{Trace}\left(\frac{\partial D}{\partial t} T_{(r)}\right)
$$

We recall the definition of the generalized Kronecker symbols (see [4]):

$$
\varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}=\left\{\begin{array}{cc}
+1, & \text { if }\left(j_{1}, \ldots, j_{r}\right) \text { are distinct, and }\left(j_{1}, \ldots, j_{r}\right) \\
\text { is an even permutation of }\left(i_{1}, \ldots, i_{r}\right) ; \\
-1, & \text { if }\left(j_{1}, \ldots, j_{r}\right) \text { are distinct, and }\left(j_{1}, \ldots, j_{r}\right) \\
\text { is an odd permutation of }\left(i_{1}, \ldots, i_{r}\right) ; \\
0, & \text { other case }
\end{array}\right.
$$

Remark 1.1 Moreover, the generalized Kronecker symbol can be expressed in terms of the matrix

$$
\varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}=\left|\begin{array}{ccc}
\delta_{i_{1} j_{1}} & \cdots & \delta_{i_{1} j_{r}}  \tag{1.1}\\
\delta_{i_{2} j_{1}} & \cdots & \delta_{i_{2} j_{r}} \\
\vdots & \ddots & \vdots \\
\delta_{i_{r} j_{1}} & \ldots & \delta_{i_{r} j_{r}}
\end{array}\right|
$$

where $\delta_{i j}$ is the standard Kronecker delta, which means:

$$
\delta_{i j}=\left\{\begin{array}{cl}
+1, & \text { if } i=j, \\
0, & \text { if } i \neq j
\end{array}\right.
$$

## Lemma 1.1

$$
\begin{gather*}
Q_{r}=\frac{1}{r!} \sum \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}} D_{i_{1} j_{1}} \cdots D_{i_{r} j_{r}},  \tag{1.2}\\
T_{(r) i j}=\frac{1}{r!} \sum \varepsilon_{j_{1}, \ldots, j_{r}, j}^{i_{1}, \ldots, i_{r}, i} D_{i_{1} j_{1}} \cdots D_{i_{r} j_{r}} . \tag{1.3}
\end{gather*}
$$

Proof. For $D_{i_{1} j_{1}}=k_{i_{1}} \delta_{i_{1} j_{1}}, \ldots, D_{i_{r} j_{r}}=k_{i_{r}} \delta_{i_{r} j_{r}}$, we have

$$
\begin{aligned}
\frac{1}{r!} \sum \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}} D_{i_{1} j_{1}} \cdots D_{i_{r} j_{r}} & =\frac{1}{r!} \sum \varepsilon_{i_{1} \ldots, i_{r}}^{i_{1}, \ldots, i_{r}} k_{i_{1}} \cdots k_{i_{r}} \\
& =\frac{1}{r!} \sum k_{i_{1}} \cdots k_{i_{r}} \\
& =Q_{r} .
\end{aligned}
$$

¿From the right part of (1.3), we know that the generalized Kronecker symbol can be expressed in terms of (1.1), then if we express the matrix of $\varepsilon_{i_{1}, \ldots, i_{r}, j}^{i_{1}, \ldots, i_{r}, i}$ by unfolding the matrix along its last line, we obtain

$$
\begin{aligned}
\frac{1}{r!} \sum \varepsilon_{j_{1}, \ldots, j_{r}, j}^{i_{1}, \ldots, i_{r}, i} D_{i_{1} j_{1}} \cdots D_{i_{r} j_{r}} & =\frac{1}{r!} \sum \varepsilon_{i_{1}, \ldots, i_{r}, j}^{i_{1}, \ldots, i_{r}, i} k_{i_{1}} \cdots k_{i_{r}} \\
& =Q_{r} \delta_{i j}-T_{(r-1) i l} D_{l j} .
\end{aligned}
$$

Using the property 1 given by R. C. Reilly, we obtain that (1.3) is true.

Remark 1.2 These can be viewed as the second expression of the r-th elementary symmetric function and the $r$-th Newton tensor (the papers [11, 16] make use of this kind of expression).

Let $V$ and $W$ denote an $n$-dimensional and a $p$-dimensional vector spaces, respectively, $\quad V^{*}$ denotes the dual space of $V,\left\{e_{i}\right\}(i=1, \ldots, n)$ and $\left\{e_{\alpha}\right\}(\alpha=1, \ldots, p)$ denote bases of $V$ and of $W$, respectively.
Let $D=\sum_{\alpha, i, j} D_{i j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha} \in V^{*} \otimes V^{*} \otimes W$ be symmetric which means $D_{i j}^{\alpha}=D_{j i}^{\alpha}$, where $\left\{\omega_{i}\right\}$ is the dual basis to $\left\{e_{i}\right\}$. In this paper we begin with defining the $r$-th Newton tensor $T_{(r)}(D)(r=0,1, \ldots, n)$. Closely following the second exposition for the Newton tensor, and imitating the definition of the mean curvature in [17, 11], we define the generalized Newton tensor as follows:

Definition 1.1 1) If $r$ is an odd integer, $r=2 k+1(k=0,1, \ldots)$, then $T_{(r)}(D)$ is a mapping $T_{(r)}(D): V^{*} \otimes V^{*} \otimes W \longrightarrow V^{*} \otimes V^{*}$ such that for $Z=Z_{i j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha}$

$$
T_{(r)}(D) Z=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, l}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right)\left(D_{i_{r} j_{r}}^{\alpha} Z_{l j}^{\alpha}\right) \omega_{i} \otimes \omega_{j} .
$$

Denoting $T_{(r) i l}^{\alpha}(D)=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, l}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}}, D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}}, D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha}$, we have

$$
T_{(r)}(D) Z=T_{(r) i l}^{\alpha} Z_{l j}^{\alpha} \omega_{i} \otimes \omega_{j}, \quad\left(T_{(r)}(D) Z\right)_{i j}=T_{(r) i l}^{\alpha} Z_{l j}^{\alpha}
$$

2) If $r$ is an even integer, $r=2 k \quad(k=0,1, \ldots)$, then $T_{(r)}(D)$ is detemined as a map $T_{(r)}(D): V^{*} \otimes V^{*} \otimes W \longrightarrow V^{*} \otimes V^{*} \otimes W$ such that

$$
T_{(r)}(D) Z=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, l}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) Z_{l j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha} .
$$

Denoting $T_{(r) i l}(D)=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, l}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right)$, we obtain

$$
T_{(r)}(D) Z=T_{(r) i l} Z_{l j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha}, \quad\left(T_{(r)}(D) Z\right)_{i j}^{\alpha}=T_{(r) i} Z_{l j}^{\alpha} .
$$

The map $T_{(r)}(D)$ is called the generalized Newton transformation (or tensor) of $D$.

Remark 1.3 For convenience to compute, in this Section, we shall agree that repeated indices are summed, and $T_{(r)}(D)$ is viewed as $T_{(r)}$ if $r=0$, $T_{(0) i j}=\delta_{i j}$, if $r=n, T_{(n) i j}=0$. Also, we suppose $T_{(r)}=T_{(r)}(D)$.

We are really interested only in the situation where $V$ is the tangent space to a submanifold, and $D$ is the second fundamental form of the submanifold (associated with the metric), the $r$-th elementary symmetric functions calling the $r$-th modified mean curvatures. Then, following this we define the $r$-th modified mean curvatures of $D_{i j}^{\alpha}$ and call them $Q_{r}$.

Definition 1.2 1) If $r$ is an odd integer, $r=2 k+1$, then define

$$
\begin{aligned}
\mathbf{Q}_{\mathbf{r}} & :=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} e_{\alpha}, \\
Q_{r}^{\alpha} & :=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} .
\end{aligned}
$$

2) If $r$ is an even integer, $r=2 k$, then define

$$
Q_{r}:=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) .
$$

Remark 1.4 If $\sigma_{r}$ is a formal $r$-th mean curvature of $D$, then it is not difficult to know that $Q_{r}=\binom{n}{r} \sigma_{r}$, where $\binom{n}{r}=\frac{n!}{(n-r)!r!}$. Suppose $Q_{0}=1$, and if $r$ is 1 , then $\mathbf{Q}_{\mathbf{1}}=n \sigma_{1}=\sum_{i, \alpha} D_{i i}^{\alpha} e_{\alpha}$.

We are going to prove some algebraic properties of the $r$-th Newton tensor associated with the $r$-th modified mean curvatures. Those properties are natural generalizations of the algebraic properties of classical Newton tensor and the $r$-th elementary symmetric polynomial.

## Lemma 1.2

$$
\begin{equation*}
(r+1) Q_{r+1}=\operatorname{Trace}\left(T_{(r)} D\right) \tag{1.4}
\end{equation*}
$$

Proof. If r is an odd integer,

$$
\begin{aligned}
\operatorname{Trace}\left(T_{(r)} D\right)= & T_{(r) i l}^{\alpha} D_{l i}^{\alpha} \\
= & \frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, l}^{i_{1}, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} D_{l i}^{\alpha} \\
= & \frac{(r+1)!}{r!} \frac{1}{(r+1)!} \varepsilon_{j_{1}, \ldots, j_{r}, j_{r+1}}^{i_{1}, \ldots i_{r}, i_{r+1}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) \\
& \cdot\left(D_{i_{r} j_{r}}^{\alpha_{k+1}} D_{i_{r+1} j_{r+1}}^{\alpha_{k+1}}\right) \\
= & (r+1) Q_{r+1} .
\end{aligned}
$$

If $r$ is an even integer,

$$
\begin{aligned}
\operatorname{Trace}\left(T_{(r)} D\right)= & T_{(r) i l} D_{l i}^{\alpha} e_{\alpha} \\
= & \frac{1}{r!} \varepsilon_{j_{1}, \ldots, i_{r}, i_{r, l}}^{i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) D_{l i}^{\alpha} e_{\alpha} \\
= & \frac{(r+1)!}{r!} \frac{1}{(r+1)!} \varepsilon_{j_{1}, \ldots, j_{r}, j_{r+1}}^{i_{1}, i_{r}, i_{r+1}}\left(D_{i_{1 j_{1}}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& \cdot D_{i_{r+1} j_{r+1}}^{\alpha} e_{\alpha} \\
= & (r+1) \mathbf{Q}_{\mathbf{r}+\mathbf{1}} .
\end{aligned}
$$

Lemma 1.3 If $r$ is an odd integer,

$$
\begin{equation*}
T_{(r) i j}^{\alpha}=T_{(r) j i}^{\alpha} \tag{1.5}
\end{equation*}
$$

If $r$ is an even integer,

$$
\begin{equation*}
T_{(r) i j}=T_{(r) j i} . \tag{1.6}
\end{equation*}
$$

Proof. Using the symmetry of $D$, if $r$ is an odd integer, set $r=2 k+1$,

$$
\begin{aligned}
T_{(r) i j}^{\alpha} & =\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, j}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}}, D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}}, D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} \\
& =\frac{1}{r!} \varepsilon_{i_{1}, \ldots, i_{r}, i}^{j_{1}, \ldots, j_{r}, j}\left(D_{j_{1} i_{1}}^{\alpha_{1}} D_{j_{2} i_{2}}^{\alpha_{1}}\right) \cdots\left(D_{j_{r-2} i_{r-2}}^{\alpha_{k}} D_{j_{r-1} i_{r-1}}^{\alpha_{k}}\right) D_{j_{r} i_{r}}^{\alpha} \\
& =\frac{1}{r!} \varepsilon_{i_{1}, \ldots, i_{r}, i}^{j_{1}, \ldots, j_{r}, j}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} \\
& =\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, i}^{i_{1}, i_{2}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-2} j_{r-2}}^{\alpha_{k}} D_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) D_{i_{r} j_{r}}^{\alpha} \\
& =T_{(r) j i}^{\alpha} .
\end{aligned}
$$

If r is an even integer, set $r=2 k$,

$$
\begin{aligned}
T_{(r) i j} & =\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}, j}^{i_{1}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}}, D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}}, D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& =\frac{1}{r!} \varepsilon_{i_{1}, \ldots, i_{r}, i}^{j_{1}, \ldots, j}\left(D_{j_{1} i_{1}}^{\alpha_{1}} D_{j_{2} i_{2}}^{\alpha_{1}}\right) \cdots\left(D_{j_{r-1} i_{r-1}}^{\alpha_{k}} D_{j_{r} i_{r}}^{\alpha_{k}}\right) \\
& =\frac{1}{r!} \varepsilon_{i_{1}, \ldots, i_{r}, i}^{j_{1}, j_{r}, j}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& =\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r, i}, i}^{i_{1}, \ldots, i_{r},}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& =T_{(r) j i} .
\end{aligned}
$$

Lemma 1.4 If $r$ is an even integer,

$$
\begin{equation*}
T_{(r)}(D)=Q_{r} I-T_{(r-1)}^{\alpha} D^{\alpha} . \tag{1.7}
\end{equation*}
$$

If $r=1$,

$$
\begin{equation*}
T_{(1)}^{\alpha}(D)=Q_{1}^{\alpha} I-T_{(0)} D^{\alpha} . \tag{1.8}
\end{equation*}
$$

Proof. If r is an even integer,

$$
\begin{aligned}
T_{(r) i j}= & \frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
= & \frac{1}{r!}\left(\delta_{j}^{i_{1}} \varepsilon_{j_{1}, j_{2}, \ldots, \ldots, i_{r}, j_{r-1}, j_{r}}^{i_{r}}-\delta_{j}^{i_{2}} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}}^{i_{1}, i_{3}, \ldots, i_{r}, i}+\ldots+\delta_{j}^{i} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, \ldots, j_{r}}^{i_{1}, i_{r-1}, i_{r}}\right) \\
& \cdot\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}}^{i_{2}, j_{3}, \ldots, i_{r}, i}\left(D_{j j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& -\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}}^{i_{1}, i_{3}, \ldots, i_{r}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{j j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& +\cdots \quad . . . \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}} \cdot\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right) \delta_{j}^{i} \\
& =-\frac{1}{r!} \varepsilon_{j_{2}, j_{3} \cdots, j_{r}, j_{1}}^{i_{2}, i_{3}, \ldots, i_{r}, i}\left(D_{i_{3} j_{3}}^{\alpha_{2}} D_{i_{4} j_{4}}^{\alpha_{2}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right)\left(D_{i_{2} j_{2}}^{\alpha_{1}} D_{j_{1}}^{\alpha_{1}}\right) \\
& -\frac{1}{r!} \varepsilon_{j_{1}, j_{3} \ldots, j_{r}, j_{2}}^{i_{1}, i_{3}, \ldots, i_{r}, i}\left(D_{i_{3} j_{3}}^{\alpha_{2}} D_{i_{4} j_{4}}^{\alpha_{2}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right)\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{j j_{2}}^{\alpha_{1}}\right) \\
& +Q_{r} \delta_{j}^{i} \\
& =-\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, l}^{i_{1}, i_{2}, \ldots i_{r-1}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k}} D_{i_{r-2} j_{r-2}}^{\alpha_{k}}\right)\left(D_{i_{r-1} j_{r-1}}^{\alpha} D_{l j}^{\alpha}\right) \\
& -\frac{1}{r!} \varepsilon_{j_{1}, j_{2} \ldots, j_{r-1}, l}^{i_{1}, \ldots, i_{r-1}, i}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k}} D_{i_{r-2} j_{r-2}}^{\alpha_{k}}\right)\left(D_{i_{r-1} j_{r-1}}^{\alpha} D_{l j}^{\alpha}\right) \\
& +Q_{r} \delta_{j}^{i} \\
& =-\frac{1}{r!} T_{(r-1) i l}^{\alpha} D_{l j}^{\alpha}-\cdots-\frac{1}{r!} T_{(r-1) i l}^{\alpha} D_{l j}^{\alpha}+Q_{r} \delta_{j}^{i} \\
& =Q_{r} \delta_{j}^{i}-T_{(r-1) i l}^{\alpha} D_{l j}^{\alpha} .
\end{aligned}
$$

If $r=1$,

$$
\begin{aligned}
T_{(1)}^{\alpha}(D) & =\varepsilon_{j_{1}}^{i_{1} i} D_{i_{1} j_{1}}^{\alpha} \\
& =\delta_{j_{1}}^{i_{1}} j_{j}^{i} D_{i_{1} j_{1}}^{\alpha}-\delta_{j}^{i_{1}} \delta_{j_{1}}^{i} D_{i_{1} j_{1}}^{\alpha} \\
& =Q_{1}^{\alpha} \delta_{j}^{i}-\delta_{j_{1}}^{i} D_{j j_{1}}^{\alpha} \\
& =Q_{1}^{\alpha} \delta_{j}^{i}-T_{(0) i_{j} j_{1}}^{\alpha} D_{j j_{1}}^{\alpha} .
\end{aligned}
$$

Lemma 1.5 Let $D=D(t)$ be a smooth one-parameter family of $D$, then for $r=1, \ldots, n+1$ we have If $r$ is even,

$$
\begin{equation*}
\frac{\partial Q_{r}}{\partial t}=\operatorname{Trace}\left(T_{(r-1)}^{\alpha} \frac{\partial D^{\alpha}}{\partial t}\right) . \tag{1.9}
\end{equation*}
$$

If $r=1$,

$$
\begin{equation*}
\frac{\partial Q_{1}^{\alpha}}{\partial t}=\operatorname{Trace}\left(T_{(0)} \frac{\partial D^{\alpha}}{\partial t}\right) \tag{1.10}
\end{equation*}
$$

Proof. If $r$ is even, from the equation

$$
(r) Q_{r}=\operatorname{Trace}\left(T_{(r-1)} D\right)
$$

and

$$
Q_{r}=\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-1} j_{r-1}}^{\alpha_{k}} D_{i_{r} j_{r}}^{\alpha_{k}}\right)
$$

we have

$$
\begin{aligned}
& +\frac{1}{r_{1}!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) \\
& \left(\frac{\partial D_{i_{r-1}}^{\alpha_{k} j_{r-1}}}{\partial t} D_{i_{r} j_{r}}^{\alpha_{k}}+D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i r r_{r}}^{\alpha_{k}}}{\partial t}\right) \\
& =\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, j_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) \\
& \left(\frac{\partial D_{i_{r-1} j_{r-1}}^{\alpha_{k}}}{\partial t} D_{i_{r} j_{r}}^{\alpha_{k}}+D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i_{r j}}^{\alpha_{k}}}{\partial t}\right) \\
& +\cdots \quad \cdots \quad \cdots \\
& +\frac{1}{r!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) \\
& \left(\frac{\partial D_{i_{r-1}}^{\alpha_{k}} j_{r-1}}{\partial t} D_{i_{r} j_{r}}^{\alpha_{k}}+D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i_{r j}}^{\alpha_{k}}}{\partial t}\right) \\
& =\frac{(r-1)!}{r!} \frac{1}{(r-1)!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) \\
& \left(\frac{\partial D_{i_{r-1} j_{r-1}}^{\alpha_{k}}}{\partial t} D_{i_{r} j_{r}}^{\alpha_{k}}+D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i_{r j}}^{\alpha_{k}}}{\partial t}\right) \\
& +\frac{(r-1)!}{r!} \frac{1}{(r-1!)} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) \\
& \left(\frac{\partial D_{i_{r-1} j_{r-1}}^{\alpha_{k}}}{\partial t} D_{i_{r} j_{r}}^{\alpha_{k}}+D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i r r_{r}}^{\alpha_{k}}}{\partial t}\right) \\
& =\frac{2}{r} \frac{1}{(r-1)!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}\left(D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i r r}^{\alpha_{k}}}{\partial t} \\
& +\cdots \quad \ldots \quad . . \\
& \left.+\frac{2}{r} \frac{1}{(r-1)!} \varepsilon_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots j_{r}} D_{i_{1} j_{1}}^{\alpha_{1}} D_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(D_{i_{r-3} j_{r-3}}^{\alpha_{k-1}} D_{i_{r-2} j_{r-2}}^{\alpha_{k-1}}\right) D_{i_{r-1} j_{r-1}}^{\alpha_{k}} \frac{\partial D_{i_{r j r}}^{\alpha_{k}}}{\partial t} \\
& =\frac{2}{r} T_{(r-1) i_{r} j_{r}}^{\alpha_{k}} \frac{\partial D_{i_{r j_{r}}}^{\alpha_{k}}}{\partial t} \\
& +\cdots \quad \cdots \quad \cdots \\
& +\frac{2}{r} T_{(r-1) i_{r} j_{r}}^{\alpha_{r}} \frac{\partial D_{\alpha_{i j r}}^{\alpha_{k}}}{\alpha_{r}} \\
& =T_{(r-1) i_{r} j_{r}}^{\alpha_{k}} \frac{\partial D_{i r_{r}}^{\alpha_{r}}}{\partial t} \\
& =\operatorname{Trace}\left(T_{(r-1)}^{\alpha} \frac{\partial D^{\alpha}}{\partial t}\right) \text {. }
\end{aligned}
$$

If $r=1$,

$$
\begin{aligned}
\frac{\partial Q_{1}^{\alpha}}{\partial t} & =\frac{\partial\left(\varepsilon_{j_{1}}^{i_{1}} D_{i_{1} j_{1}}^{\alpha_{1}}\right)}{\partial t_{\alpha_{1}}} \\
& =\varepsilon_{j_{1}}^{i_{1}} \frac{\partial D_{i_{1} j_{1}}}{\partial t} \\
& =\operatorname{Trace}\left(T_{(0)} \frac{\partial D^{\alpha}}{\partial t}\right) .
\end{aligned}
$$

## 2 Operator $\square^{r}$ on a submanifold of a space with constant sectional curvatures and it's applications

In this Section, we follow closely the exposition of the moving frame in [3, 21], and we agree that $Q_{r}$ is a vector, formal in a submanifold like as in the above Section, however being the modified mean curvature function in a hypersurface. Let $x: M^{n} \rightarrow N^{n+p}$ be an isometric immersion of $n$ dimensional Riemannian $M^{n}$ as a submanifold in $(n+p)$-dimensional space $N$. We choose a local field of orthonormal frames $e_{1}, \ldots, e_{n+p}$ of $N^{n+p}$ such that, restricted to $M$, the vectors $e_{1}, \ldots, e_{n}$ are tangent to $M$. We shall make use of the following convention on the ranges of indices

$$
\begin{gathered}
1 \leq A, B, C, \ldots \leq n+p, \quad 1 \leq i, j, k, \ldots \leq n, \\
n+1 \leq \alpha, \beta, \gamma, \ldots \leq n+p
\end{gathered}
$$

and we shall agree that repeated indices are summed over the respective ranges. With respect to the frame field of $N$ chosen above, let $\omega_{1}, \ldots, \omega_{n+p}$ be the field of the dual frame.
Then the structure equations of $N$ are given by

$$
\begin{gather*}
d \omega_{A}=\sum \omega_{B} \wedge \omega_{B A}, \omega_{B A}+\omega_{A B}=0  \tag{2.1}\\
d \omega_{A B}=\sum \omega_{A C} \wedge \omega_{C B}+\Phi_{A B}, \quad \Phi_{A B}=-\frac{1}{2} \sum \bar{R}_{A B C D} \omega_{C} \wedge \omega_{D} \tag{2.2}
\end{gather*}
$$

where $\omega_{A B}$ is the Levi-civita connection of $N$ with respect to $e_{A}$ and $\bar{R}_{A B C D}$ is the Riemannian curvature tensor of $N$. We know that $\bar{R}_{A B C D}$ satisfies the following identities

$$
\begin{gather*}
\bar{R}_{A B C D}=-\bar{R}_{A B D C}=-\bar{R}_{B A D C}, \quad \bar{R}_{A B C D}=\bar{R}_{C D A B},  \tag{2.3}\\
 \tag{2.4}\\
\bar{R}_{A B C D}+\bar{R}_{A C D B}+\bar{R}_{A D B C}=0 .
\end{gather*}
$$

We restrict these forms to $M$ by the same letters. Then

$$
\begin{equation*}
\omega_{\alpha}=0 . \tag{2.5}
\end{equation*}
$$

The structure equations of $M$ are

$$
\begin{gather*}
d \omega_{i}=\sum_{j} \omega_{j} \wedge \omega_{j i}, \quad \omega_{j i}+\omega_{i j}=0,  \tag{2.6}\\
d \omega_{i j}=\sum_{k} \omega_{i k} \wedge \omega_{k j}+\Phi_{i j}, \quad \Phi_{i j}=-\frac{1}{2} \sum R_{i j k l} \omega_{k} \wedge \omega_{l} . \tag{2.7}
\end{gather*}
$$

Since $0=d \omega_{\alpha}=\sum \omega_{j} \wedge \omega_{j \alpha}$, by Cartan's lemma we may write

$$
\begin{equation*}
\omega_{i \alpha}=\sum_{j} h_{i j}^{\alpha} \omega_{j}, \quad h_{i j}^{\alpha}=h_{j i}^{\alpha} . \tag{2.8}
\end{equation*}
$$

¿From these formulas we obtain

$$
\begin{gather*}
R_{i j k l}=\bar{R}_{i j k l}+\sum_{\alpha}\left(h_{i k}^{\alpha} h_{j l}^{\alpha}-h_{i l}^{\alpha} h_{j k}^{\alpha}\right),  \tag{2.9}\\
d \omega_{\alpha \beta}=\sum_{\gamma} \omega_{\alpha \gamma} \wedge \omega_{\gamma \beta}+\Phi_{\alpha \beta}, \quad \Phi_{\alpha \beta}=-\frac{1}{2} \sum R_{\alpha \beta k l} \omega_{k} \wedge \omega_{l} .  \tag{2.10}\\
R_{\alpha \beta k l}=\bar{R}_{\alpha \beta k l}+\sum_{i}\left(h_{i k}^{\alpha} h_{i l}^{\beta}-h_{i l}^{\alpha} h_{i k}^{\beta}\right) . \tag{2.11}
\end{gather*}
$$

Here $\left(\omega_{i j}\right)$ defines a connection of $M$, and $\left(\omega_{\alpha \beta}\right)$ a connection in the normal bundle of $M$. We call $B=\sum h_{i j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha}$ the second fundamental form of the immersed manifold $M$. We take exterior differentiation of (2.8) and use $h_{i j, k}^{\alpha}$ to denote the covariant derivatives by

$$
\begin{equation*}
\sum h_{i j, k}^{\alpha} \omega_{k}=d h_{i j}^{\alpha}+\sum h_{i k}^{\alpha} \omega_{k j}+\sum h_{k j}^{\alpha} \omega_{k i}-\sum h_{i j}^{\beta} \omega_{\alpha \beta} . \tag{2.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
h_{i j, k}^{\alpha}-h_{i k, j}^{\alpha}=\bar{R}_{\alpha i j k} . \tag{2.13}
\end{equation*}
$$

Now we introduce the operator $\square^{r}$.
For a $C^{\infty}$ function $f$ defined on $M$, we define its gradient and Hessian by the following formulas

$$
\begin{equation*}
d f:=\sum f_{, i} \omega_{i}, \quad \sum f_{, i j} \omega_{j}:=d f_{, i}+\sum f_{, j} \omega_{j} \quad\left(f_{, i j}=f_{, j i}\right) \tag{2.14}
\end{equation*}
$$

For a section $\xi=\xi^{\alpha} e_{\alpha}$ of the normal bundle $T^{\perp}(M)$ we define the covariant derivative of $\xi^{\alpha}$ by

$$
\begin{equation*}
\sum \xi_{, i}^{\alpha} \omega_{i}=d \xi^{\alpha}+\sum \xi^{\beta} \omega_{\beta \alpha} \tag{2.15}
\end{equation*}
$$

and the convariant derivative of $\xi_{, i}^{\alpha}$ by

$$
\begin{equation*}
\sum \xi_{, i j}^{\alpha} \omega_{j}=d \xi_{, i}^{\alpha}+\sum \xi_{, j}^{\alpha} \omega_{j i}-\sum \xi_{, i}^{\beta} \omega_{\alpha \beta} \tag{2.16}
\end{equation*}
$$

When $p>1$ and $r$ is odd, we can define the differential operator $\square^{r}$.
Definition 2.1 For a section $\xi=\xi^{\alpha} e_{\alpha}$ of the normal bundle $T^{\perp}(M)$ we denote the differential operator

$$
\square^{r *}: C^{\infty}\left(T^{\perp}(M)\right) \longrightarrow C^{\infty}(M)
$$

by

$$
\begin{equation*}
\square^{r *} \xi=\sum T_{(r) i j}^{\alpha} \xi_{, i j}^{\alpha} . \tag{2.17}
\end{equation*}
$$

For a $C^{\infty}$ function $f$ of $M$ we define the differential operator

$$
\square^{r}: C^{\infty}(M) \longrightarrow C^{\infty}\left(T^{\perp}(M)\right)
$$

by

$$
\begin{equation*}
\square^{r} f=\sum T_{(r) i j}^{\alpha} f_{, i j} e_{\alpha} \tag{2.18}
\end{equation*}
$$

If $p>1$ and $r$ is odd, we define differential operator $\square^{r}$, and in the case $p=1$ we also define differential operator $\square^{r}$ as well as the above definitions.

Definition 2.2 For a $C^{\infty}$ function $f$ of $M$ we can define the differential operator

$$
\begin{gather*}
\square^{r}: C^{\infty}(M) \longrightarrow C^{\infty}(M) \\
\square^{r} f=\sum T_{(r) i j} f_{, i j} . \tag{2.19}
\end{gather*}
$$

Remark 2.1 If $r=0$, then $\square^{r} f=\sum_{i} f_{, i i}=\Delta f$.
Now we suppose that $N$ is of constant curvature $c$, then

$$
\bar{R}_{\alpha j k l}=0, \quad \bar{R}_{i j k l}=c\left(\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}\right)
$$

So we have the Gauss equation

$$
\begin{equation*}
R_{i j k l}=c\left(\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}\right)+\sum_{\alpha}\left(h_{i k}^{\alpha} h_{j l}^{\alpha}-h_{i l}^{\alpha} h_{j k}^{\alpha}\right) \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{i j, k}^{\alpha}-h_{i k, j}^{\alpha}=0 . \tag{2.21}
\end{equation*}
$$

So the fundamental form $B$ must be a Codazzi tensor. We have a lemma as follows:

Lemma 2.1 Let $x: M^{n} \rightarrow N^{n+p}(c)$ be an immersion of a compact orientable n-dimensional Riemannian manifold $M^{n}$ as a submanifold in the $(n+p)$-dimensional Riemannian $N^{n+p}$ with constant sectional curvature $c$, and let $B$ be the second fundamental form of $M^{n}$.
i) If $p>1$ and $r$ is an even integer, then the $r$-th Newton tensor of $B$ is divergence-free, i.e.,

$$
\sum_{j} T_{(r) i j, j}=0 .
$$

If $p>1$ and $r$ is an odd integer, then

$$
\sum_{j} T_{(r) i j, j}^{\alpha}=0 .
$$

ii) If $p=1$ and $r$ is any integer, then the $r$-th Newton tensor of $B$ is divergence-free, i.e.,

$$
\sum_{j} T_{(r) i j, j}=0
$$

Proof. Since ii) is proved in [17, we are going to do only i). If $r$ is an even integer, set $r=2 k$,

$$
T_{(r) i j}=\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}}^{\alpha_{k}} h_{i_{r} j_{r}}^{\alpha_{k}}\right) .
$$

We have

$$
\begin{aligned}
& T_{(r) i j, j}=\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}, j}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}+h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}, j}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}}^{\alpha_{k}} h_{i_{r} j_{r}}^{\alpha_{k}}\right) \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}}^{\alpha_{k}}+h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}, j}^{\alpha_{k}}\right) \\
& =\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{k}} h_{i_{2} j_{2}}^{\alpha_{k}}\right) \cdots\left(h_{i_{r-1} j_{r-1}, j}^{\alpha_{1}} h_{i_{r} j_{r}}^{\alpha_{1}}+h_{i_{r-1} j_{r-1}, j}^{\alpha_{1}} h_{i_{r} j_{r}, j}^{\alpha_{1}}\right) \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}}^{\alpha_{k}}+h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r, j}}^{\alpha_{k}}\right) \\
& =\frac{k}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}}^{\alpha_{k}}+h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}, j}^{\alpha_{k}}\right) \\
& =\frac{1}{(r-1)!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}} h_{i_{r} j_{r}, j}^{\alpha_{k}}\right) .
\end{aligned}
$$

and we know that

$$
\left\{\begin{array}{c}
\varepsilon_{j_{1}, \ldots, j_{r} j}^{i_{1}, \ldots, i_{r} i}+\varepsilon_{j_{1}, \ldots, \ldots, j_{r}, j_{r}}^{i_{1}, \ldots, i_{k}}=0 \\
h_{i_{r} j_{r}, j}=h_{i_{r}, j, j_{r}}
\end{array},\right.
$$

so we have

$$
\sum_{j} T_{(r) i j, j}=0 .
$$

If $r$ is an odd integer, set $r=2 k+1$,

$$
\begin{aligned}
& \sum_{j} T_{(r) i j, j}^{\alpha}=\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}, j}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}+h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}, j}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha} \\
& \text { - } h_{i_{r} j_{r}}^{\alpha}+\cdots \quad \cdots \quad \cdots \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}}, h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}, j}^{\alpha_{k}} h_{i_{r-1} j_{r-1}}^{\alpha_{k}}+h_{i_{r-2} j_{r-2}, j}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) \\
& \text { - } h_{i_{r} j_{r}}^{\alpha} \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}}^{\alpha_{k}}\right) h_{i_{r} j_{r}, j}^{\alpha} \\
& =\frac{2}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}, j}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha} \\
& +\cdots \quad \cdots \quad \text {... } \\
& +\frac{2}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r, i}}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha} \\
& +\frac{1}{r!}{\underset{j}{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}}_{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}, j}^{\alpha} \\
& =\frac{2 k}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha} \\
& +\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}, j}^{\alpha}
\end{aligned}
$$

$\downarrow$ (by exchanging the second integers)
$=\frac{2 k}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j, j_{r}, j_{r-1}}^{i_{1}, i_{2}, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j, j_{r-1}}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha}$
$+\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{j}, j_{r}}^{i_{1}, i_{2}, \ldots i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j, j_{r}}^{\alpha}$
$\downarrow \quad(B$ is a Codazzi tensor)
$=\frac{2 k}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, \ldots, j_{r}, j_{r-1}}^{i_{1}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha}$

$$
+\frac{1}{r!}{\underset{j}{j_{1}, j_{2}, \ldots, j_{r-1}, j_{j}, j_{r}}}_{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}, j}^{\alpha}
$$

$\downarrow$ (the generalized Kronecker sign is anti-symmetric)

$$
\begin{aligned}
= & -\frac{2 k}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j}^{i_{1}, i_{2}, i_{r-1}, i_{r}, i}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}}^{\alpha} \\
& -\frac{1}{r!} \varepsilon_{j_{1}, j_{2}, \ldots, j_{r-1}, j_{r}, j_{r-j}, j_{r}}^{i_{1}, i_{1}}\left(h_{i_{1} j_{1}}^{\alpha_{1}} h_{i_{2} j_{2}}^{\alpha_{1}}\right) \cdots\left(h_{i_{r-2} j_{r-2}}^{\alpha_{k}} h_{i_{r-1} j_{r-1}, j}^{\alpha_{k}}\right) h_{i_{r} j_{r}, j}^{\alpha} .
\end{aligned}
$$

So we have

$$
\sum_{j} T_{(r) i j, j}^{\alpha}=0 .
$$

This completes the proof of the lemma 2.4.

For any point $q \in M$, the Riemannian metric $\langle,\rangle_{q}$ induces inner products in the normal bundles over $M$, also denoted by $\langle,\rangle_{q}$. Then, we can define for any $\xi, \eta \in C^{\infty}\left(T^{\perp}(M)\right)$ a function $\langle\xi, \eta\rangle_{q}=\left\langle\xi_{q}, \eta_{q}\right\rangle_{q}$, since $\xi_{q}, \eta_{q} \in T^{\perp}(M)_{q}$. It also induces the operator $*$ by requiring

$$
\langle\xi, \eta\rangle_{q} d M=\eta \wedge * \xi .
$$

So we can define the $L^{2}$-inner product on $C^{\infty}\left(T^{\perp}(M)\right)$ as

$$
(,):(\xi, \eta)=\int_{M}\langle\xi, \eta\rangle d M=\int_{M} \eta \wedge * \xi,
$$

denoting the volume form by $d M$, see [5], 7]. We recall Theorem 1.1 of [7].
Lemma 2.2 Let $M$ be a compact oriented submanifold. If $\phi$ satisfies the conditions

$$
\text { (i) } \phi_{i j}^{\alpha}=\phi_{j i}^{\alpha}, \quad(i i) \sum \phi_{i j, j}^{\alpha}=0,
$$

then $\square_{\phi}^{*}$ and $\square_{\phi}$ are adjoint, which means

$$
\begin{equation*}
\left(f, \square_{\phi}^{*} \xi\right)=\left(\xi, \square_{\phi} f\right), \tag{2.22}
\end{equation*}
$$

in particular

$$
\begin{equation*}
\int_{M} \square_{\phi}^{*} \xi d M=0 . \tag{2.23}
\end{equation*}
$$

We have the following key Theorem.
Theorem 2.1 Let $M$ be a compact oriented submanifold of a space with constant sectional curvature, the definitions of $\square^{r}$ and $\square^{r *}$ being as above. Then
i) if $p>1$ and $r$ is an odd integer, $1 \leq r \leq n$, $\square^{r}$ and $\square^{r *}$ are adjoint relative to the $L^{2}$-inner product of $M$, i.e.,

$$
\begin{equation*}
\left(\square^{r *} \xi, f\right)=\left(\xi, \square^{r} f\right), \tag{2.24}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\int_{M} \square^{r *} \xi d M=0 . \tag{2.25}
\end{equation*}
$$

ii) if $p>1$ and $r$ is an even integer or $p=1, \square^{r}$ is self-adjoint relative to the $L^{2}$-inner product of $M$, i.e.,

$$
\begin{equation*}
\left(g, \square^{r} f\right)=\left(f, \square^{r} g\right), \tag{2.26}
\end{equation*}
$$

in particular

$$
\begin{equation*}
\int_{M} \square^{r} f d M=0 . \tag{2.27}
\end{equation*}
$$

Suppose $\xi$ is a vector of the tangent bundle $T^{\top}(M)$. We have

$$
\int_{M} \square^{r} \xi d M=0,
$$

where we denote the volume form by $d M$.
Proof. If $p>1$ and $r$ is an even integer, or $p=1$,

$$
\begin{aligned}
g \square^{r} f:= & g \sum_{i, j} T_{(r) i j} f_{, i j}=\sum_{j}\left(g \sum_{i} T_{(r) i j} f_{, i}\right)_{, j} \\
& -\sum_{i, j} g_{, j} T_{(r) i j} f_{, i}-g \sum_{i, j} T_{(r) i j, j} f_{, i} \\
= & \sum_{j}\left(g \sum_{i} T_{(r) i j} f_{, i}\right)_{, j}-\sum_{i, j}\left(g_{, j} T_{(r) i j} f\right)_{, i}+\sum_{i j} g_{, j i} T_{(r) i j} f \\
& +\sum_{i, j} g_{, j} T_{(r) i j, i} f_{, i}-g \sum_{i, j} T_{(r) i j, j} f_{, i} .
\end{aligned}
$$

If $r$ is even, we have from Lemma 2.1

$$
\sum_{j} T_{(r) i j, j}=0, \quad \sum_{i} T_{(r) i j, i}=0 .
$$

Meanwhile, set $\xi_{j}=g \sum_{i} T_{(r) i j} f_{, i}, \eta_{i}=f \sum_{j} T_{(r) i j} g_{, i}$. Making use of Green's theorem we get

$$
\left(g, \square^{r} f\right)=\left(f, \square^{r} g\right) .
$$

If $g=1$ we have $\int_{M} \square^{r} f d M=0$.
If $p>1$ and $r$ is an odd integer, making use of lemma 2.1 and Lemma 2.2 we obtain

$$
\left(\square^{r *} \xi, f\right)=\left(\xi, \square^{r} f\right) .
$$

This completes the proof of the theorem.
Remark 2.2 When $p=1$,${ }^{1}$ is the same as the operatorderived by Cheng-Yau, [6].

Now we choose a vector $a \in R^{n+p+1}$ of $N^{n+p}$ with the constant curvatures. For any point $p \in M^{n}$, let $X(p) \in M^{n}$ be the position vector. We define the height function by $\varphi:=\langle a, X\rangle$, where $\langle$,$\rangle is the inner product in M^{n}$.
We are going to calculate $\square^{r} \varphi$.
The moving equation of $M^{n}$ in $N^{n+p}$ is

$$
\left\{\begin{array}{rll}
d X & = & \omega_{i} e_{i},  \tag{2.28}\\
d e_{i} & = & \omega_{i j} e_{j}+\omega_{i \alpha} e_{\alpha}-c X \omega_{i}, \\
d e_{\alpha} & = & -\omega_{i \alpha} e_{i}+\omega_{\alpha \beta} e_{\beta} .
\end{array}\right.
$$

Hence

$$
d \varphi=\langle d X, a\rangle=\left\langle\omega_{i} e_{i}, a\right\rangle
$$

If we set $\varphi_{, i}=\left\langle e_{i}, a\right\rangle$ from the definition (2.14) of the covariant derivatives of $\varphi_{, i}$ we obtain

$$
\begin{equation*}
\varphi_{, i j} \omega_{j}=d \varphi_{, i}+\varphi_{, j} \omega_{j i} \tag{2.29}
\end{equation*}
$$

Taking moving equations (2.28) into the above equation, we obtain

$$
\begin{align*}
\varphi_{, i j} \omega_{j}= & \omega_{i j}\left\langle e_{j}, a\right\rangle+h_{i j}^{\alpha}\left\langle e_{\alpha}, a\right\rangle \omega_{j} \\
& -c\langle X, a\rangle \omega_{i}+\left\langle e_{j}, a\right\rangle \omega_{j i}  \tag{2.30}\\
= & {\left[h_{i j}^{\alpha}\left\langle e_{\alpha}, a\right\rangle-c\langle X, a\rangle \delta_{i j}\right] \omega_{j} . }
\end{align*}
$$

So

$$
\begin{equation*}
\varphi_{, i j}=h_{i j}^{\alpha}\left\langle e_{\alpha}, a\right\rangle-c\langle X, a\rangle \delta_{i j} . \tag{2.31}
\end{equation*}
$$

If $r$ is even and $p>1$, then

$$
\begin{align*}
\square^{r} \varphi & =\sum_{i, j} T_{(r) i j} \varphi_{, i j} \\
& =\sum_{\alpha, i, j} T_{(r) i j} h_{i j}^{\alpha}\left\langle e_{\alpha}, a\right\rangle-c \sum_{i, j} T_{(r) i j}\langle X, a\rangle \delta_{i j}  \tag{2.32}\\
& =\left\langle\operatorname{Trace}\left(T_{(r)} B\right), a\right\rangle-c\langle X, a\rangle \operatorname{Trace}\left(T_{(r)}\right) .
\end{align*}
$$

From (1.4), we know $\operatorname{Trace}\left(T_{(r)} B\right)=(r+1) \mathbf{Q}_{\mathbf{r}+\mathbf{1}}$, and from (1.7), $T_{(r)}(B)=Q_{r} I-T_{(r-1)}^{\alpha} B^{\alpha}$ we have

$$
\begin{equation*}
\operatorname{Trace}\left(T_{(r)}\right)=n Q_{r}-r Q_{r}=(n-r) Q_{r} \tag{2.33}
\end{equation*}
$$

Then

$$
\begin{equation*}
\square^{r} \varphi=(r+1)\left\langle\mathbf{Q}_{\mathbf{r}+\mathbf{1}}, a\right\rangle-c\langle X, a\rangle(n-r) Q_{r} . \tag{2.34}
\end{equation*}
$$

The same proof works for the case where $p=1$ and $r$ is any integer, so

$$
\begin{equation*}
\square^{r} \varphi=(r+1) Q_{r+1}\left\langle e_{n+1}, a\right\rangle-c\langle X, a\rangle(n-r) Q_{r}, \tag{2.35}
\end{equation*}
$$

and

$$
Q_{r}=\binom{n}{r} \sigma_{r} .
$$

Using Theorem 2.1, we obtain the following theorem.
Theorem 2.2 Let $x: M^{n} \rightarrow N^{n+p}(c)$ be an immersion of the compact orientable n-dimensional Riemannian manifold $M^{n}$ as a submanifold in the ( $n+p$ )-dimensional Riemannian $N^{n+p} \subset R^{n+p+1}$ with constant sectional curvature, let a be any fixed element of $N^{n+p}, e_{\alpha}(\alpha=1, \ldots, p)$ be the unit normal vector field of $M^{n}, \sigma_{r}(r=0,1, \ldots,(n-1))$ be the mean curvature
on $M^{n}$, and $X$ be the position vector of $M^{n}$.
i) If $p>1$ and $r$ is an even integer, then

$$
\begin{equation*}
\int_{M}\left(\left\langle\sigma_{\mathbf{r}+\mathbf{1}}, a\right\rangle-c\langle X, a\rangle \sigma_{r}\right) d M=0 . \tag{2.36}
\end{equation*}
$$

ii) If $p=1$ and $r$ is any integer, then

$$
\begin{equation*}
\int_{M}\left(\sigma_{r+1}\left\langle e_{n+1}, a\right\rangle-c\langle X, a\rangle \sigma_{r}\right) d M=0 . \tag{2.37}
\end{equation*}
$$

Remark 2.3 For hypersurfaces in the unit sphere, from the theorem we can deduce Theorem A of $R$. C. Reilly, in [15], so our Theorem is a generalization of the mentioned result.

Corollary 2.1 (Reilly [15]) Let $x: M^{n} \rightarrow S^{n+1}$ be an immersion of the compact orientable n-dimensional Riemannian manifold $M^{n}$ as a hypersurface in the ( $n+1$ )-dimensional unit sphere $S^{n+1} \subset R^{n+2}$. Let a be any fixed element of $S^{n+1}, e_{n+1}$ be the unit normal vector field of $M^{n}, \sigma_{r}(r=0,1, \ldots,(n-1))$ be the mean curvature functions on $M^{n}$, and $X$ be the position vector of $M^{n}$. Then

$$
\begin{equation*}
\int_{M}\left(\sigma_{r+1}\left\langle e_{n+1}, a\right\rangle-\langle X, a\rangle \sigma_{r}\right) d M=0 . \tag{2.38}
\end{equation*}
$$

If $p=1$, and $e_{n+1}$ is the unit normal vector field on $M^{n} \subset N^{n+1}(c)$, using the moving equations 2.28) we are going to compute $\square^{r} e_{n+1}$. By

$$
d e_{n+1}=-\sum \omega_{i(n+1)} e_{i}=\sum-h_{i j} e_{i} \omega_{j},
$$

we know

$$
\begin{equation*}
e_{n+1, j}=-\sum_{i} h_{i j} e_{i}, \quad e_{n+1, i}=-\sum_{j} h_{i j} e_{j}, \tag{2.39}
\end{equation*}
$$

and we have

$$
\begin{aligned}
\sum_{j} e_{n+1, i j} \omega_{j}= & d e_{n+1, i}+\sum_{j} e_{n+1, j} \omega_{j i} \\
= & -\sum_{j}\left[\left(d h_{i j}\right) e_{j}+h_{i j} d e_{j}+\sum_{k} h_{k j} \omega_{j i} e_{k}\right] \\
= & -\left(\sum_{k, j} h_{i j, k} \omega_{k} e_{j}+\sum_{k, j} h_{i k} \omega_{j k} e_{j}+\sum_{k, j} h_{k j} \omega_{i k} e_{j}\right. \\
& -c X \sum_{j} h_{i j} \omega_{j}+\sum_{k, j} h_{i j} \omega_{j k} e_{k}+\sum_{k, j} h_{k j} \omega_{j i} e_{k} \\
& \left.+\sum_{k, j} h_{k j} h_{i j} \omega_{k} e_{n+1}\right) \\
= & -\left(\sum_{k, j} h_{i j, k} \omega_{k} e_{j}+\sum_{k, j} h_{k j} \omega_{k} e_{n+1}\right)+c X \sum_{j} h_{i j} \omega_{j} \\
= & -\sum_{j}\left(\sum_{k} h_{i j, k} e_{k}+\sum_{k} h_{j k} h_{k i} e_{n+1}-c X h_{i j}\right) \omega_{j} .
\end{aligned}
$$

So we can obtain

$$
\begin{equation*}
e_{n+1, i j}=-\sum_{k} h_{i j, k} e_{k}-\sum_{k} h_{j k} h_{k i} e_{n+1}+c X h_{i j} . \tag{2.40}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\sum_{i, j, k} T_{(r) i j} h_{i k} h_{k j} & =\sum_{j, k}\left(Q_{r+1} \delta_{j k}-T_{(r) j k}\right) h_{k j}  \tag{2.41}\\
& =Q_{r+1} Q_{1}-(r+2) Q_{r+2} .
\end{align*}
$$

Making use of this identity we obtain

$$
\begin{align*}
\square^{r} e_{n+1}= & \sum_{i, j} T_{(r) i j} e_{n+1, i j} \\
= & -\sum_{i, j, k} T_{(r) i j} h_{i j, k} e_{k}-\sum_{i, j, k} T_{(r) i j} h_{j k} h_{k i} e_{n+1}+c X \sum_{i, j} T_{(r) i j} h_{i j} \\
= & -\sum_{k}(r+1) Q_{r+1, k} e_{k}-\left(Q_{r+1} Q_{1}-(r+2) Q_{r+2}\right) e_{n+1} \\
& +c(r+1) Q_{r+1} X . \tag{2.42}
\end{align*}
$$

Theorem 2.3 Let $x: M^{n} \rightarrow N^{n+1}(c)$ be an immersion of a compact orientable $n$-dimensional Riemannian manifold $M^{n}$ as a hypersurface in ( $n+1$ )dimensional Riemannian manifold $N^{n+1} \subset R^{n+2}$. Let $e_{n+1}$ be the unit normal vector field of $M^{n}, Q_{r}(r=0,1, \ldots,(n-1))$ be the $r$-th modified mean curvature functions on $M^{n}$, and $X$ be the position vector of $M^{n}$. Then

$$
\begin{equation*}
\int_{M}\left(\sum_{k}(r+1) Q_{r+1, k} e_{k}+\left(Q_{r+1} Q_{1}-(r+2) Q_{r+2}\right) e_{n+1}-c(r+1) Q_{r+1} X\right) d M=0 \tag{2.43}
\end{equation*}
$$

Remark 2.4 If $Q_{r+1}=$ const, then

$$
\begin{equation*}
\int_{M}\left(\left(Q_{r+1} Q_{1}-(r+2) Q_{r+2}\right) e_{n+1}-c(r+1) Q_{r+1} X\right) d M=0 \tag{2.44}
\end{equation*}
$$

If $Q_{r+1}=0$, then

$$
\begin{equation*}
\int_{M} Q_{r+2} e_{n+1} d M=0 \tag{2.45}
\end{equation*}
$$

Furthermore, if $a$ is a fixed vector of $N^{n+1}(c)$, it is easy to know

$$
\begin{equation*}
\left\langle e_{n+1}, a\right\rangle_{, i j}=\left\langle e_{n+1, i j}, a\right\rangle . \tag{2.46}
\end{equation*}
$$

¿From above computing we obtain

$$
\begin{align*}
& \square^{r}\left\langle e_{n+1}, a\right\rangle=-\sum_{k}(r+1) Q_{r+1, k}\left\langle e_{k}, a\right\rangle  \tag{2.47}\\
& -\left(Q_{r+1} Q_{1}-(r+2) Q_{r+2}\right)\left\langle e_{n+1}, a\right\rangle+c(r+1) Q_{r+1}\langle X, a\rangle .
\end{align*}
$$

Combining this equation with the equation (2.34), we get

$$
\begin{align*}
\square^{r}\left\langle e_{n+1}, a\right\rangle-\square^{r+1}\langle X, a\rangle= & -\sum_{k}(r+1) Q_{r+1, k}\left\langle e_{k}, a\right\rangle  \tag{2.48}\\
& -Q_{r+1} Q_{1}\left\langle e_{n+1}, a\right\rangle+c n Q_{r+1}\langle X, a\rangle .
\end{align*}
$$

Corollary 2.2 Let $x: M^{n} \rightarrow N^{n+1}(c)$ be an immersion of a compact orientable $n$-dimensional Riemannian manifold $M^{n}$ as a hypersurface in ( $n+1$ )dimensional Riemannian manifolds $N^{n+1} \subset R^{n+2}$. Let $e_{n+1}$ be the unit normal vector field of $M^{n}, Q_{r}(r=0,1, \ldots,(n-1))$ be the $r$-th modified mean curvature functions on $M^{n}$, a be any fixed element of $N^{n+1}$, and $X$ be the position vector of $M^{n}$. Then

$$
\begin{equation*}
\int_{M}\left(\sum_{k}(r+1) Q_{r+1, k}\left\langle e_{k}, a\right\rangle+Q_{r+1} Q_{1}\left\langle e_{n+1}, a\right\rangle-c n Q_{r+1}\langle X, a\rangle\right) d M=0 \tag{2.49}
\end{equation*}
$$

If $N^{n+p}$ is the Euclidean space $R^{n+p}$, for any point $p \in M^{n}$ let $X^{\top}$ be the projection of the position vector $X$ on the tangent space $T_{p} M$ at the point $p, X^{\perp}$ be the projection of the position vector $X$ on the normal space $T_{p}^{\perp} M$ at the point $p$, so

$$
\begin{align*}
X^{\top} & =\left\langle X^{\top}, e_{i}\right\rangle e_{i}=u_{, i} e_{i}, \\
u_{, i} & =\left\langle X, e_{i}\right\rangle,  \tag{2.50}\\
X^{\perp} & =\left\langle X, e_{\alpha}\right\rangle e_{\alpha}=p^{\alpha} e_{\alpha}, \\
p^{\alpha}: & =\left\langle X, e_{\alpha}\right\rangle .
\end{align*}
$$

We are going to compute $\square^{r} X^{\top}$
¿From (2.14) we denote the covariant derivative of $u_{, i}$ by

$$
\begin{equation*}
u_{, i j} \omega_{j}=d u_{, i}+u_{, j} \omega_{j} . \tag{2.51}
\end{equation*}
$$

Taking (2.28) and $c=0$ into the above equation, we obtain by a direct calculation

$$
\begin{equation*}
u_{, i j}=h_{i j}^{\alpha} p^{\alpha}+\delta_{i j} . \tag{2.52}
\end{equation*}
$$

So we have

$$
\begin{align*}
\square^{r} X^{\top} & =\sum_{i, j} T_{(r) i j} u_{, i j} \\
& =\operatorname{Trace} T_{(r)}(B)+\operatorname{Trace}\left(T_{(r)} h^{\alpha}\right) p^{\alpha}  \tag{2.53}\\
& =(n-r) Q_{r}+(r+1)\left\langle\mathbf{Q}_{\mathbf{r}+\mathbf{1}}, X\right\rangle .
\end{align*}
$$

Using Theorem 2.1 we get the following theorem
Theorem 2.4 (Reilly [16]). Let $x: M^{n} \rightarrow R^{n+p}$ be an immersion of a compact orientable $n$-dimensional Riemannian manifold $M^{n}$ as a submanifold in the $(n+p)$-dimensional Euclidean space $R^{n+p}, e_{\alpha}(\alpha=1, \ldots, p)$ be the unit normal vector field of $M^{n}, \sigma_{r}(r=0,1, \ldots,(n-1))$ be the mean curvature on $M^{n}$, and $X$ be the position vector of $M^{n}$.
i) If $p>1$ and $r$ is an even integer, then

$$
\begin{equation*}
\int_{M}\left(\left\langle\sigma_{\mathbf{r}+\mathbf{1}}, X\right\rangle+\sigma_{r}\right) d M=0 . \tag{2.54}
\end{equation*}
$$

ii) If $p=1$ and $r$ is any integer, then

$$
\begin{equation*}
\int_{M}\left(\left\langle\sigma_{r+1} e_{n+1}, X\right\rangle+\sigma_{r}\right) d M=0 . \tag{2.55}
\end{equation*}
$$

Remark 2.5 The theorem is Lemma A in Reilly, [16]. Here ii) is the one of classical Minkowski-Hsiung integral formulas, [8, 10].

## 3 Related results to $\square^{r}$

Let $e_{i}(i=1, \ldots, n)$ be a local orthonormal frame field on an $n$-dimensional Riemannian manifold $M^{n}, \omega_{i}$ be its dual coframe field. The structure equations of M are equations (2.6) and (2.7) in Section 2. Let $\varphi=\sum_{i j} \varphi_{i j} \omega_{i} \otimes \omega_{j}$ be a symmetric tensor defined on $M^{n}, T_{(r)}$ the $r$-th Newton transformation of $\varphi, Q_{r}$ the $r$-th modified curvature,

$$
\begin{equation*}
{ }^{r} Q_{r}:=\sum T_{(r) i j} Q_{r, i j} . \tag{3.1}
\end{equation*}
$$

Then

$$
\begin{aligned}
\square^{r} Q_{r} & =\sum T_{(r) i j} Q_{r, i j} \\
& =\sum\left(Q_{r} \delta_{i j}-\sum_{l} T_{(r-1) i l} \varphi_{l j}\right) Q_{r, i j} .
\end{aligned}
$$

We suppose that $C_{(r) i j}=T_{(r) i l} \varphi_{l j}$. It is clear that $C_{(r)}$ is a symmetric tensor here and $r Q_{r}=\operatorname{Trace} C_{(r-1)}$, hence we have

$$
\begin{equation*}
\square^{r} Q_{r}=\frac{1}{r} \sum\left(\frac{1}{r} \operatorname{tr} C_{(r-1)} \delta_{i j}-C_{(r-1) i j}\right)\left(\operatorname{tr} C_{(r-1)}\right)_{, i j} \tag{3.2}
\end{equation*}
$$

The convariant derivative of $C_{(r) i j}$ is defined by the following formula

$$
\begin{equation*}
\sum_{k} C_{(r) i j, k} \omega_{k}=d C_{(r) i j}+\sum_{k} C_{(r) k j} \omega_{k i}+\sum_{k} C_{(r) i k} \omega_{k j}, \tag{3.3}
\end{equation*}
$$

and the convariant derivative of $C_{(r) i j, k}$ is defined by

$$
\begin{equation*}
\sum_{l} C_{(r) i j, k l} \omega_{l}=d C_{(r) i j, k}+\sum_{m} C_{(r) m j, k} \omega_{m i}+\sum_{m} C_{(r) i m, k} \omega_{m j}+\sum_{m} C_{(r) i j, m} \omega_{m k} \tag{3.4}
\end{equation*}
$$

Taking exterior differentiation of the equation (3.3), we obtain

$$
\begin{equation*}
\sum_{l k} C_{(r) i j, k l} \omega_{l} \wedge \omega_{k}=\sum_{m} C_{(r) m j} \Phi_{m i}+\sum_{m} C_{(r) i m} \Phi_{m j} . \tag{3.5}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\sum_{l k}\left(C_{(r) i j, k l}-C_{(r) i j, l k}\right) \omega_{l} \wedge \omega_{k}=2 \sum_{m}\left(C_{(r) m j} \Phi_{m i}+\sum_{m} C_{(r) i m} \Phi_{m j}\right) . \tag{3.6}
\end{equation*}
$$

Taking (2.7) into (3.6), we have the Ricci identity

$$
\begin{equation*}
C_{(r) i j, k l}-C_{(r) i j, l k}=\sum_{m} C_{(r) m j} R_{m i k l}+\sum_{m} C_{(r) i m} R_{m j k l} . \tag{3.7}
\end{equation*}
$$

Let $C_{(r-1)}$ be a Codazzi tensor, which satisfies

$$
\begin{equation*}
C_{(r-1) i j, k}-C_{(r-1) i k, j}=0 . \tag{3.8}
\end{equation*}
$$

¿From the results of Theorem 2.1, it is easy to obtain the following lemma:
Lemma 3.1 Let $M^{n}$ be a compact orientable n-dimensional Riemannian manifold, $\varphi$ be a symmetric tensor on $M, C_{(r)}=T_{(r)} \varphi$. If $C_{(r-1)}$ is a Codazzi tensor, then for $(0 \leq r \leq n)$,

$$
\int_{M} \square^{r} Q_{r} d M=0
$$

$\sum_{k} C_{(r-1) i j, k k}$ being defined as the Laplacian of $C_{(r-1) i j}$. Using equation (3.7), and following the methods of Calabi, Simons, Chern, Cheng-Yau, [1, 2, 18,

3, 6, 18, one can compute the Laplacian of the tensor,

$$
\begin{align*}
\Delta C_{(r-1) i j}= & \sum_{k} C_{(r-1) i j, k k} \\
= & \sum_{k}\left(C_{(r-1) i j, k k}-C_{(r-1) i k, j k}\right)+\sum_{k}\left(C_{(r-1) i k, j k}-C_{(r-1) i k, k j}\right) \\
& +\sum_{k}\left(C_{(r-1) i k, k j}-C_{(r-1) k, i j}\right)+\sum_{k} C_{(r-1) k k, i j} \\
= & \sum_{m, k} C_{(r-1) m k} R_{m i j k}+\sum_{m, k} C_{(r-1) i m} R_{m k j k}+\sum_{k}\left(C_{(r-1) i j, k k}-C_{(r-1) i k, j k}\right) \\
& +\sum_{k}\left(C_{(r-1) i k, k j}-C_{(r-1) k, i j}\right)+\sum_{k} C_{(r-1) k k, i j} . \tag{3.9}
\end{align*}
$$

Using (3.8), we obtain

$$
\begin{equation*}
\Delta C_{(r-1) i j}=\sum_{m, k} C_{(r-1) m k} R_{m i j k}+\sum_{m, k} C_{(r-1) i m} R_{m k j k}+\left(t r C_{(r-1)}\right)_{, i j} \tag{3.10}
\end{equation*}
$$

Let us set $\left|C_{(r-1)}\right|^{2}=\sum_{i, j} C_{(r-1) i j}^{2},\left|\nabla C_{(r-1)}\right|^{2}=\sum_{i, j, k} C_{(r-1) i j, k}^{2}$. Making use of the equation (3.10), we obtain

$$
\begin{align*}
\frac{1}{2} \Delta\left|C_{(r-1)}\right|^{2}= & \left|\nabla C_{(r-1)}\right|^{2}+\sum_{i, j, m, k} C_{(r-1) i j} C_{(r-1) m k} R_{m i j k} \\
& +\sum_{i, j, m, k} C_{(r-1) i j} C_{(r-1) i m} R_{m k j k}+\sum_{i, j} C_{(r-1) i j}\left(t r C_{(r-1)}\right)_{, i j} \tag{3.11}
\end{align*}
$$

Near a point $p \in M^{n}$ we choose an orthonormal frame fields $e_{i}(i=1, \ldots, n)$ such that $C_{(r-1) i j}=C_{(r-1) i i} \delta_{i j}$ at $p$. Then (3.11) is simplified to

$$
\begin{align*}
\frac{1}{2} \nabla\left|C_{(r-1)}\right|^{2} & =\left|\nabla C_{(r-1)}\right|^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(C_{(r-1) i i}-C(r-1)_{j j}\right)^{2}  \tag{3.12}\\
& +\sum_{i} C_{i i}\left(\operatorname{tr} C_{(r-1)}\right)_{, i i} .
\end{align*}
$$

From equations (3.2) and (3.12), we have

$$
\begin{align*}
\square^{r} Q_{r}= & \frac{1}{r} \sum\left(\frac{1}{r} \operatorname{tr} C_{(r-1)} \delta_{i j}-C_{(r-1) i j}\right)\left(t r C_{(r-1)}\right)_{, i j} \\
= & \frac{1}{r}\left(\frac{1}{2 r} \Delta\left|\operatorname{tr} C_{(r-1)}\right|^{2}-\frac{1}{r}\left|\nabla \operatorname{tr} C_{(r-1)}\right|^{2}-\frac{1}{2} \Delta\left|C_{(r-1)}\right|^{2}\right.  \tag{3.13}\\
& \left.+\left|\nabla C_{(r-1)}\right|^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(C_{(r-1) i i}-C_{(r-1) j j}\right)^{2}\right) .
\end{align*}
$$

¿From Lemma 3.1 we obtain immediately the following theorem :
Theorem 3.1 Let $M^{n}$ be a compact orientable $n$-dimensional Riemannian manifold, $\varphi$ be a symmetric tensor. For $(1 \leq r \leq n)$ set $C_{(r-1)}=T_{(r-1)} \varphi$. Near a point $P \in M$ we choose orthomormal frame fields $\left\{e_{i}\right\}(i=0,1, \ldots, n)$
such that $C_{(r-1) i j}=C_{(r-1) i i} \delta_{i j}$. Suppose $C_{(r-1)}$ is a Codazzi tensor. Then

$$
\int_{M}\left(\left|\nabla C_{(r-1)}\right|^{2}-\frac{1}{r}\left|\nabla \operatorname{tr} C_{(r-1)}\right|^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(C_{(r-1) i i}-C_{(r-1) j j}\right)^{2}\right) d M=0 .
$$

If $M^{n} \subset N^{n+1}(c)$ and $r=1$, the operator derived by Cheng-Yau (see [6]) identifies our operator

$$
\square^{1} f=\sum_{i, j}\left((\operatorname{Tr} \varphi) \delta_{i j}-\varphi_{i j}\right) f_{, i j}
$$

Supposing M a compact hypersurface, the integral formula in the Theorem 3.1 proves to be

$$
\begin{equation*}
\int_{M}\left(|\nabla \varphi|^{2}-|\nabla \operatorname{tr} \varphi|^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(\varphi_{i i}-\varphi_{j j}\right)^{2}\right) d M=0 . \tag{3.14}
\end{equation*}
$$

Now we set $\varphi_{i j}=h_{i j}$. When M is of nonnegative sectional curvature, it is obvious from the above integral formula that

$$
\begin{equation*}
|\nabla B|^{2}-n^{2}|\nabla H|^{2} \geq 0 \tag{3.15}
\end{equation*}
$$

where $H=\frac{1}{n} \sum_{i} h_{i i}$. When $H$ is constant, the condition above is naturally true. A lot of works have been done for this case, see [1], [14], [18] and [19]. If $R-C=$ const $\geq 0$ where $R$ is the normalized scalar curvature, the condition is also true. Cheng-Yau ([6]), Yau ([22]), Li ([12], and [13]) have discussed the geometric meaning of the case.
Let $\left(R_{i j}\right)$ be the matrix of the Ricci curvature tensor on $\mathrm{M}, r$ be the scalar curvature,

$$
\begin{equation*}
R_{i j}:=\sum_{k} R_{k i k j}, \quad r:=\sum_{k} R_{k k} . \tag{3.16}
\end{equation*}
$$

Schouten tensor $S=\sum_{i j} S_{i j} \omega_{i} \otimes \omega_{j}$, where

$$
\begin{equation*}
S_{i j}:=R_{i j}-\frac{1}{2(n-1)} r \delta_{i j} . \tag{3.17}
\end{equation*}
$$

It is well known that Schouten tensor is a Codazzi tensor on a local conformal symmetric space. In this situation we set $\varphi_{i j}=S_{i j}$, and then the integral formula (3.14) exists. The geometric meaning of the case is discussed in 9 .

When $r=2$,

$$
\square^{2} Q_{2}=\sum_{i, j}\left(\operatorname{Tr} C_{(1)} \delta_{i j}-C_{(1) i j}\right)\left(\frac{\operatorname{Tr} C_{(1)}}{2}\right)_{, i j}
$$

Suppose $M^{n} \subset N^{n+1}(c)$ and $M^{n}$ is of harmonic Riemannian curvatures, however from the definitions of the convariant derivatives of $R_{i j}$ and $R_{i j k l}$

$$
\begin{align*}
& \sum R_{i j, k} \omega_{k}:=d R_{i j}+\sum R_{i k} \omega_{k j}+\sum R_{k j} \omega_{k i}  \tag{3.18}\\
& \sum R_{i j k l, m} \omega_{m}:= d R_{i j k l}+\sum R_{m j k l} \omega_{m i}+\sum R_{i m k l} \omega_{m j}  \tag{3.19}\\
&+\sum R_{i j m l} \omega_{m k}+\sum R_{i j k m} \omega_{m l} .
\end{align*}
$$

Taking exterior differention of equation (2.7) we obtain the following Bianchi identity

$$
\begin{equation*}
R_{i j k l, m}+R_{i j l m, k}+R_{i j m k, l}=0 . \tag{3.20}
\end{equation*}
$$

Combining (2.3) (2.4) with (3.19) we obtain

$$
\begin{align*}
R_{i j, k}-R_{i k, j} & =\sum_{\text {(Riemanian curvature is harmonic) }} R_{l i j k, l} \\
& \downarrow  \tag{3.21}\\
& =0 .
\end{align*}
$$

We set $\varphi_{i j}=h_{i j}$. By

$$
R_{i j}=C_{(1) i j}+(n-1) c \delta_{i j},
$$

we know that $C_{(1)}$ is a Codazzi tensor. So the integral formula of Theorem 3.1 proves to be

$$
\begin{equation*}
\int_{M}\left(\sum_{i, j, k} R_{i j, k}^{2}-\frac{1}{2} \sum_{k} r_{, k}^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(R_{i i}-R_{j j}\right)^{2}\right) d M=0 . \tag{3.22}
\end{equation*}
$$

However

$$
\begin{aligned}
\sum_{j} R_{i j, j} & =\sum_{k, j} R_{i k j k, j} \\
& =\sum_{k, j} R_{j k i k, j}=0 .
\end{aligned}
$$

So we have

$$
\begin{aligned}
r_{, i} & =\sum_{j} R_{j j, i} \\
& =\sum_{j} R_{i j, j}=0 .
\end{aligned}
$$

Hence the integral formula (3.22) is

$$
\begin{equation*}
\int_{M}\left(\sum_{i, j, k} R_{i j, k}^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(R_{i i}-R_{j j}\right)^{2}\right) d M=0 . \tag{3.23}
\end{equation*}
$$

Xia in [20] discussed the geometric meaning of this situation.
Corollary 3.1 Let $M^{n}$ be a compact Riemannian manifold with harmonic curvature tensor and nonnegative sectional curvature. If $M^{n}$ can be immersed into $S^{n+1}$ as a hypersurface, then $M^{n}$ is isometric with either $S^{k}(a) \times S^{n-k}(b)\left(a^{2}+b^{2}=1\right)$ or $S^{n}$.
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