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Abstract. In this paper, we study the existence and the
Ulam stability of a solution to nonlinear backward impulsive
differential equations with local or nonlocal conditions in Ba-
nach spaces. Using well-known classical fixed point theorems,
we prove the existence of a solution. Subsequently, we prove the
generalized Ulam–Hyers–Rassias stability of the solution to the
problem. The obtained results are illustrated by some examples.
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1 Introduction

The theory of impulsive differential equations is an adequate mathematical
model for describing processes that experience a sudden change of their state
at certain moments between intervals of continuous evolution. Because the
duration of these changes is often negligible compared to the total extent
of the process, they can be reasonably well approximated as being instan-
taneous changes of state, or in the form of impulses. Thus, such processes
tend to be more suitably modelled by impulsive differential equations, which
allow for discontinuities in the evolution of the state.

Processes of the described type often arise naturally, for example, in
physics, chemical technology, population dynamics, aeronautics, biotechnol-
ogy, chemotherapy, optimal control, ecology, economics, and engineering.
The corresponding theory has seen significant development over the past
decades. For more details, we refer the interested reader to the monographs
of Lakshmikantham et al. [15] and Samoilenko and Perestyuk [23] for the
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case of ordinary impulsive system, works [12, 13, 21, 22] for partial differ-
ential and partial functional differential equations with impulses and the
references therein.

Many authors were interested in the solvability of boundary value prob-
lems with impulses. Nieto [19] studied the existence of solutions to the first
order periodic problem with impulse. Chen, Tisdell and Yuan [8] consid-
ered the solvability of the periodic problem with impulse. Lin and Jiang
[16] studied the existence of positive solutions for the second order Dirichlet
boundary value problem with impulse.

Usually, the initial conditions for the differential equations are given in
a forward manner, that is, starting at t = 0. But for some classes of prob-
lems in which the initial state set is unknown the procedure may be more
convenient if one considers backward initial conditions, i.e., at t = T . This
approach plays a vital role in many physical areas. A typical example of
such a problem is the backward heat problem (BHP), also known as the
final value problem. For application in stochastic differential equations, see,
for example, [10].

However, as far as we know, there are no results on the existence and
stability of solutions to backward impulsive differential equations. In this
paper, using some well known classical fixed point theorems, we study the
problem of the existence of solutions and their Ulam stability for the follow-
ing backward differential equations in Banach spaces

u′(t) = f(t, u(t)), t ∈ J = [0, T ] , t 6= tk,
∆u|t=tk= Ik(u(t−k )), k = 1, ...,m,
u(T ) = uT ,

(1)

where 0 = t0 < t1 < t2 < ... < tm < tm+1 = T , ∆u|t=tk= u
(
t+k
)
− u

(
t−k
)

represents the jump of the function u at tk, Ik : R → R, k = 1, 2, ..., n, are
appropriate functions, and f : J×R −→ R is a nonlinear real function. Our
method of study is to convert the initial value problem (1) into an equivalent
integral equation and apply Schaefer, Banach or Krasnoselskii fixed point
theorem. Further, we prove the existence of a unique solution or at least
one solution to this problem with local and nonlocal conditions. Consider
the following nonlocal problem

u′(t) = f(t, u(t)), t ∈ J = [0, T ] , t 6= tk, k = 1, ...,m,
∆u|t=tk= Ik(u(t−k )), k = 1, ...,m,
u (T )− g (u) = uT ,

(2)

where f and Ik, k = 1, ...,m, are defined as in the previous paragraph and
g : PC (J,R) → R is a continuous function. Nonlocal conditions were first
investigated by Byszewski and Lakshmikantham [7]. Using the Banach fixed
point theorem, they obtained conditions for the existence and uniqueness of
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mild solutions to nonlocal differential equations. Byszewski [6] proved the
existence and uniqueness of mild and classical solutions of nonlocal Cauchy
problem.

The nonlocal problem was motivated by physical problems. Also, it was
demonstrated that the nonlocal problems have better effects in applications
than the classical Cauchy problems. Let us mention, for example, nonlocal
neural networks, nonlocal pharmacokinetics, nonlocal pollution, and non-
local combustion. Particularly, in 1999, Byszewski [5] obtained conditions
for the existence and uniqueness of classical solution to a class of abstract
functional differential equations with nonlocal conditions of the form u′(t) = f(t, u(t), u (a (t))), t ∈ I,

u (t0) +
p∑

k=1

cku (tk) = x0,

where I := [t0, t0 + T ], t0 < t1 < ... < tp ≤ t0 + T , T > 0; f : I × E2 → E
and a : I → I are given functions; E is a Banach space, x0 ∈ E, ck 6= 0, k =
1, 2, ..., p, and p ∈ N. The author pointed out that if ck 6= 0, k = 1, 2, ..., p,
then the results of the paper can be applied in kinematics to determine
the evolution t → u(t) of a location of a physical object, for which we do
not know the positions u(0), u(t1), ..., u(tp), but we know that the nonlocal
condition holds. To check the Ulam stability, we proceed as Wang et all [24].

2 Preliminaries

By C(J,R) we denote the Banach space of all continuous functions from
J = [0, T ] into R endowed with the norm

‖u‖∞ = sup
t∈J
|u (t)| .

The set of piecewise continuous functions

PC (J,R) =
{
u : J → R : u|(tk,tk+1)∈ C ((tk, tk+1) ,R) , k = 0, 1, ...,m,

u
(
t−k
)

= u (tk) and u
(
t+k
)

exists
}

is a Banach space with the norm

‖u‖PC = sup
t∈J
|u (t)| .

Define the set Br = {u ∈ PC (J,R) : ‖u‖ ≤ r} .
Below we formulate some known results. We start with Ascoli-Arzela

and PC-type Ascoli–Arzela theorem [25] and then formulate fixed point the-
orems, respectively, by Banach, Schafer and Krasnoselskii.
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Theorem 1 Let A be a family of fonctions in C[K], where K is compact.
Then A is compact if and only if A is closed, bounded, and equicontinuous.

Theorem 2 Let E be a Banach space and W ⊂ PC(J,E) be such that

(i) W is uniformly bounded subset of PC(J,E);

(ii) W is equicontinuous in (tk, tk+1), k = 0, 1, ...,m, where t0 = 0 and
tm+1 = T ;

(iii) W (t) = {u(t)| u ∈ W ; t ∈ J\{t1, ..., tm}}, W (t+k ) = {u(t+k )|u ∈ W}
and W (t−k ) = {u(t−k )| u ∈ W} are relatively compact subsets of E.

Then W is a relatively compact subset of PC(J,E).

Theorem 3 A contractive mapping on a Banach space has a unique fixed
point.

Theorem 4 Let E be a Banach space and U ⊂ E a convex set such that
0 ∈ U . Let T be an operator defined on E such that T : U → U is completely
continuous. If

Ω = {u ∈ U : u = λTu, λ ∈]0, 1[}
is bounded, then T admits at least one fixed point in E.

Theorem 5 Let S be a closed convex nonempty subset of a Banach space
E. Let P and Q be two operators satisfying the following conditions:

1. Px+Qy ∈ S whenever x, y ∈ S;

2. P is a contraction mapping;

3. Q is compact and continuous.

Then there exist z ∈ S such that z = Pz + Qz, i.e., the operator P + Q
admits a fixed point on S.

The following generalized Gronwall inequality for piecewise continuous
functions will be widely used when studying the Ulam stability.

Lemma 1 (Gronwall inequality [2]) Let for t ≥ t0 ≥ 0, the following
inequality holds

x(t) ≤ a(t) + b

∫ t

t0

x (s) ds+
∑

t0<tk<t

βkx (tk) ,

where x, a ∈ PC([t0,∞),R+), a is nondecreasing and b, βk > 0. Then for
t ≥ t0, the following inequality is valid:

x(t) ≤ a(t)
∏

t0<tk<t

(1 + βk) exp

(∫ t

t0

b (s) ds

)
.

For more integral inequalities of Gronwall type for piecewise continuous
functions, see [1, 2].
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3 Existence results

In this section, our attention is focused on the main results on the existence
of a solution to the problem (1). We discuss conditions under which this
problem has exactly one solution or at least one solution.

In the study of the problem (1), we will work with the following assump-
tions:

(H1) The function f : J × R −→ R is continuous.

(H2) There exists a positive constant λ such that for any t ∈ [0, T ] and
x, y ∈ R, |f (t, x)− f (t, y)| ≤ λ |x− y|.

(H3) There exists a positive constant θ such that |f (t, x)| < θ for any
t ∈ [0, T ] and x ∈ R.

(H4) |f (t, x)| ≤ r for any t ∈ [0, T ] and x ∈ Br, r ∈ R+.

(H5) There exists a constant µ > 0, such that |Ik (x)− Ik (y)| ≤ µ |x− y|
for any x, y ∈ R, k = 1, ...,m.

(H6) The functions Ik : R → R are continuous and there exists a positive
constant γ such that |Ik (x)| < γ for any x ∈ R, k = 1, ...,m.

A function u ∈ PC(J,R) will be called a solution to (1) if its derivative
exists on J ′ = J − {tk, k = 1, 2, 3, ..., n} and u satisfies the equation

u′(t) = f(t, u(t)), t ∈ J ′,

and the conditions

∆u|t=tk= Ik(u(t−k )), k = 1, ...,m,
u(T ) = uT .

Lemma 2 A function u is a solution to the integral equation

u (t) = uT −
k−1∑
p=0

Im−p
(
u
(
t−m−p

))
−
∫ T

t

h (s) ds (3)

for t ∈ (tm−k, tm−k+1), k = 0, ...,m, if and only if u is a solution to the
backward impulsive equation

u′(t) = h(t), t ∈ J = [0, T ] , t 6= tk,
∆u|t=tk= Ik(u(t−k )), k = 1, ...,m,
u(T ) = uT .

(4)
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Proof. Assume u satisfies (4). Then for t ∈ (tm, T ), we have

u (t) = uT −
∫ T

tm

h (s) ds+

∫ t

tm

h (s) ds.

We will proceed by induction on m. For t ∈ (tm−1, tm), we can write

u (t) = u
(
t−m
)
−
∫ tm

tm−1

h (s) ds+

∫ t

tm−1

h (s) ds

= −4 (u (tm)) + u
(
t+m
)
−
∫ tm

tm−1

h (s) ds+

∫ t

tm−1

h (s) ds

= −Im
(
u
(
t−m
))

+ uT −
∫ T

tm

h (s) ds−
∫ tm

tm−1

h (s) ds+

∫ t

tm−1

h (s) ds.

Further, for any k = 0, 1, ...,m and t ∈ (tm−k, tm−k+1), we obtain

u (t) = uT −
k−1∑
p=0

Im−p
(
u
(
t−m−p

))
−

k∑
p=0

∫ tm−p+1

tm−p

h (s) ds+

∫ t

tm−k

h (s) ds

= uT −
k−1∑
p=0

Im−p
(
u
(
t−m−p

))
−
∫ T

tm−k

h (s) ds+

∫ t

tm−k

h (s) ds

= uT −
k−1∑
p=0

Im−p
(
u
(
t−m−p

))
−
∫ T

t

h (s) ds.

Conversely, assume that u satisfies the impulsive integral equation (3).
If t ∈ (tm, T ), then u(T ) = uT .

If t ∈ (tm−k, tm−k+1), k = 0, ...,m, by differentiation (3), we get

u′(t) = h(t).

It remains to note that

∆u|t=tk= Ik(u(t−k )), k = 1, ...,m.

�

First, we discuss conditions under which the problem (1) has a unique
solution. The following result is based on the Banach fixed point theorem.

Theorem 6 Assume that the conditions (H1), (H2) and (H5) are verified
and

mµ+ λT < 1. (5)

Then the problem (1) has a unique solution in PC (J,R).
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Proof. We transform the problem (1) into a fixed point problem. Consider
the operator F : PC(J,R)→ PC(J,R) defined by

F (u) (t) = uT −
∑

t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds.

Clearly, if the operator F has a fixed point, then it is a solution to the
problem (1).

Let u, v ∈ PC(J,R). Then for each t ∈ J , we have

|F (u) (t)− F (v) (t)|

≤
∑

t<tk<T

∣∣Ik (u (t−k ))− Ik (v (t−k ))∣∣ ∫ T

t

|f(s, u(s))− f(s, v(s))| ds

≤ µ
∑

t<tk<T

∣∣u (t−m−p)− v (t−m−p)∣∣+ λ

∫ T

t

|u(s)− v(s)| ds

≤ mµ |u(t)− v(t)|+ λT |u(t)− v(t)|

= (mµ+ λT ) |u(t)− v(t)| .

Hence, by (5), F is a contraction. Then, by the Banach contraction
principle, F has a unique fixed point, which is a solution to the problem (1).
�

The following result provides sufficient conditions for the existence of at
least one solution to the problem (1). It is based on the Schaefer’s fixed
point theorem.

Theorem 7 If the conditions (H1), (H2) and (H4)− (H6) are satisfied,
then the problem (1) has at least one solution in PC (J,R).

Proof. For the sake of convenience, the proof of this result is divided into
four steps.

Step 1: The operator F is continuous. Let (un) be such a sequence that
un → u on J . Then, for all t ∈ [0, T ],

|F (un) (t)− F (u) (t)|

≤
∑

t<tk<T

∣∣Ik (un (t−k ))− Ik (u (t−k ))∣∣+

∫ T

t

|f(s, un(s))− f(s, u(s))| ds.

Since f and Ik, k = 1, ...,m, are continuous functions, we have

‖Fun − Fu‖∞ → 0 as n→∞,

which implies that F is continuous.
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Step 2: F maps bounded sets into bounded sets in PC (J,R). For all
u ∈ Br, we have

|Fu (t)| =

∣∣∣∣∣uT − ∑
t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds

∣∣∣∣∣
≤ |uT |+

∣∣∣∣∣ ∑
t<tk<T

Ik
(
u
(
t−k
))∣∣∣∣∣+

∣∣∣∣∫ T

t

f(s, u(s))ds

∣∣∣∣
≤ |uT |+

∑
t<tk<T

∣∣Ik (u (t−k ))∣∣+

∫ T

t

|f(s, u(s))| ds

≤ |uT |+
∑

t<tk<T

∣∣Ik (u (t−k ))∣∣+ r

∫ T

t

ds

≤ |uT |+mγ + rT = ρ.

Hence, the operator F maps the bounded set Br into the bounded set Bρ.
Step 3: F maps bounded sets into the equicontinuous sets of PC (J,R).

Let τ1, τ2 ∈ [0, T ], tk < τ1 < τ2 < tk+1, k = 0, 1, ...,m − 1, and let u ∈ Br.
Then

|F (u) (τ2)− F (u) (τ1)|

≤
∑

τ1<tk<τ2

∣∣Ik (u (t−k ))∣∣+

∫ τ2

τ1

|f(s, u(s))| ds =

∫ τ2

τ1

|f(s, u(s))| ds.

The right-hand side of this inequality tends to zero when τ1 tends to τ2. By
the precedent steps, together with the Ascoli-Arzela theorem, we conclude
that F is equicontinuous on interval [tk, tk+1].

Thus, by the PC-type Arzela-Ascoli theorem, we conclude that F : Br →
Bρ is continuous and completely continuous.

Step 4: The set Ω = {u ∈ PC (J,R) : u = λF (u) , 0 < λ < 1} is bounded.
Since for any u ∈ Ω, we have u = λF (u) for some 0 < λ < 1, for all t ∈ [0, T ],
we can write

|u (t)| = λ

∣∣∣∣∣uT − ∑
t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds

∣∣∣∣∣
≤ |uT |+

∣∣∣∣∣ ∑
t<tk<T

Ik
(
u
(
t−k
))∣∣∣∣∣+

∫ T

t

|f(s, u(s))| ds

≤ |uT |+
∑

t<tk<T

∣∣Ik (u (t−k ))∣∣+ |f(t, u(t))|
∫ T

t

ds

≤ |uT |+mγ + θT.

This proves that Ω is bounded. Hence, by the Schaefer’s fixed point theorem,
F has a fixed point which is a solution to the problem (1). �
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4 Nonlocal Backward Impulsive Differential

Equations

In this section, we generalize the results of the previous section to nonlocal
impulsive differential equations (2).

Let us introduce the following assumptions:

(H7) There exists a positive constant C such that |g(x)− g(y)| ≤ C ‖x− y‖
for any x, y ∈ PC (J,R).

(H8) There exists a positive constant κ such that |g (u)| ≤ κ for any func-
tion u ∈ PC (J,R).

The equation (2) is equivalent to the following integral equation

u (t) = uT + g (u (t))−
∑

t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds.

Theorem 8 Assume that the conditions (H1), (H2) and (H5) are satisfied,
and

C +mµ+ λT < 1. (6)

Then the problem (2) has a unique solution in PC (J,R).

Proof. Consider the operator F : PC(J,R)→ PC(J,R) defined by

F (u) (t) = uT + g (u (t))−
∑

t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds.

First, we show that F is a contraction. Let u, v ∈ PC(J,R). Then, for
each t ∈ J , we have

|F (u) (t)− F (v) (t)| ≤ |g (u (t))− g (v (t))|

+
∑

t<tk<T

∣∣Ik (u (t−k ))− Ik (v (t−k ))∣∣+

∫ T

t

|f(s, u(s))− f(s, v(s))| ds

≤ C |u(t)− v(t)|+ µ
∑

t<tk<T

∣∣u (t−m−p)− v (t−m−p)∣∣
+λ

∫ T

t

|u(s)− v(s)| ds

≤ C |u(t)− v(t)|+mµ |u(t)− v(t)|+ λT |u(t)− v(t)|

= (C +mµ+ λT ) |u(t)− v(t)| .

Hence, by (6), F is a contraction. Then, by the Banach contraction prin-
ciple, we deduce that F has a unique fixed point which is a solution to the
problem (2). �
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Theorem 9 If (H1), (H3) and (H6)− (H8) are satisfied and C < 1, then
the problem (2) has at least one solution in PC (J,R).

Proof. Put

r ≥ |u
T
|+ κ

1− (mγ + θT )
, (7)

and define the operators P and Q on the compact set Br ⊂ PC (J,R) by

Pu(t) = uT + g (u (t)) ,

Qu(t) = −
∑

t<tk<T

Ik
(
u
(
t−k
))
−
∫ T

t

f(s, u(s))ds.

For all u ∈ Br, we have

|Pu (t)| = |uT + gu(t)| ≤ |uT |+ |gu (t)| ≤ |u
T
|+ κ ≤ r (1− (mγ + θT )) ≤ r.

Hence, the operator P maps Br into itself. Further, for all u, v ∈ PC (J,R),
we can write

|Pu(t)− Pv (t)| = |gu(t)− gv (t)| ≤ C |u (t)− v(t)| ,

and hence, the operator P satisfies the contraction property. Since

|Qv(t)| ≤
∑

t<tk<T

∣∣Ik (v (t−k ))∣∣+

∫ T

t

|f(s, v(s))| ds

≤ (mγ + θT ) |v(t)| ,

we can write

|Pu(t) +Qv(t)| ≤ |Pu(t)|+ |Qv(t)|
≤ |u

T
|+ κ+ (γm+ θT ) |v(t)|

≤ |u
T
|+ κ+ (mγ + θT ) r

≤ r.

Therefore, if u, v ∈ Br, then Pu + Qv ∈ Br. By (H1), Q is continuous and
by the inequality (7), it is uniformly bounded on Br. The equicontinuity
of Qv(t) follows from Theorem 7. Hence, by the Arzela–Ascoli theorem,
Q (Br) is relatively compact, which implies that Q is compact. Therefore,
using Krasnoselkii theorem, we conclude that there exists a solution to the
equation (2). �
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5 Ulam stability for Some Nonlinear Back-

ward Impulsive Differential Equations

In this section, we study the Ulam stability of the solution to the problem (1).
Now, we introduce Ulam’s type stability concepts for the equation (1).

Let ε > 0, ψ ≥ 0 and ϕ ∈ PC(J,R+) is nondecreasing. Consider the
following inequalities:{

|y′(t)− f(t, y(t))| ≤ ε, t ∈ J ′,∣∣∆y|t=tk−Ik(y(t−k ))
∣∣ ≤ ε, k = 1, ...,m,

(8){
|y′(t)− f(t, y(t))| ≤ ϕ (t) , t ∈ J ′,∣∣∆y|t=tk−Ik(y(t−k ))

∣∣ ≤ ψ, k = 1, ...,m,
(9)

and {
|y′(t)− f(t, y(t))| ≤ εϕ (t) , t ∈ J ′,∣∣∆y|t=tk−Ik(y(t−k ))

∣∣ ≤ εψ, k = 1, ...,m.
(10)

Definition 1 Equation (1) is Ulam–Hyers stable if there exists a real num-
ber cf,m > 0 such that for each ε > 0 and for each solution y ∈ PC1(J,R) of
the inequality (8), there exists a solution u ∈ PC1(J,R) of the equation (1)
with

|y(t)− u(t)| ≤ cf,mε, t ∈ J ′.

Definition 2 Equation (1) is generalized Ulam–Hyers stable if there exists
θf,m ∈ C(R+,R+), θf,m(0) = 0 such that for each solution y ∈ PC1(J,R) of
the inequality (8), there exists a solution u ∈ PC1(J,R) of the equation (1)
with

|y(t)− u(t)| ≤ θf,m(ε), t ∈ J ′.

Definition 3 Equation (1) is Ulam–Hyers–Rassias stable with respect to
(ϕ, ψ) if there exists cf,m,ϕ > 0 such that for each ε > 0 and for each solution
y ∈ PC1(J,R) of the inequality (10), there exists a solution u ∈ PC1(J,R)
of the equation (1) with

|y(t)− u(t)| ≤ cf,m,ϕε(ϕ(t) + ψ), t ∈ J ′.

Definition 4 Equation (1) is said to be generalized Ulam–Hyers–Rassias
stable with respect to (ϕ, ψ) if there exists cf,m,ϕ > 0 such that for each solu-
tion y ∈ PC1(J,R) of inequality (9), there exists a solution u ∈ PC1(J,R)
of equation (1) with

|y(t)− u(t)| ≤ cf,m,ϕ(ϕ(t) + ψ), t ∈ J ′.

Remark 1 It is clear that (i) Definition 1 implies Definition 2; (ii) Def-
inition 3 implies Definition 4; (iii) Definition 3 for ϕ(t) = ψ = 1 implies
Definition 1.
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Proposition 1 A function y ∈ PC1(J,R) is a solution of inequality (8) if
and only if there is g ∈ PC(J,R) and a sequence gk, k = 1, 2, ...,m (which
depends on y) such that

(i) |g(t)| ≤ ε, t ∈ J and |gk| ≤ ε, k = 1, 2, ...,m;

(ii) y′(t) = f(t, y(t)) + g(t), t ∈ J ′;

(iii) ∆y(tk) = Ik(y(t−k )) + gk, k = 1, 2, ...,m.

Proposition 2 If y ∈ PC1(J,R) is a solution of inequality (8), then y is a
solution of the following inequality∣∣∣∣∣y (t)− uT +

k−1∑
p=0

Im−p
(
y
(
t−m−p

))
+

∫ T

t

f(s, y(s))ds

∣∣∣∣∣ ≤ (m+ t− T ) ε

for all t ∈ J ′.

Proof. Indeed, by proposition 1, we have{
y′(t) = f(t, y(t)) + g(t), t ∈ J ′,
∆y(tk) = Ik(y(t−k )) + gk, k = 1, 2, ...,m.

Then, for t ∈ (tm−k, tm−k+1) and k = 0, ...,m,

y (t) = uT −
k−1∑
p=0

Im−p
(
y
(
t−m−p

))
−

k−1∑
p=0

gi

−
∫ T

t

f(s, y(s))ds−
∫ T

t

g(s)ds.

From here it follows that∣∣∣∣∣y (t)− uT +
k−1∑
p=0

Im−p
(
y
(
t−m−p

))
+

∫ T

t

f(s, y(s))ds

∣∣∣∣∣
≤

m∑
i=1

|gi|+
∫ T

t

|g(s)| ds ≤ mε+ ε

∫ t

T

ds

≤ mε− εT + εt = (m+ t− T ) ε.

�

Similar remarks or propositions hold true for the solutions of the inequal-
ities (9) and (10).

Note that the Ulam stabilities of the impulsive differential equations
are some special types of data dependence of the solutions of impulsive
differential equations.
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Theorem 10 Let the assumptions (H1), (H2) and (H5) hold and suppose
there exists λϕ > 0 such that∫ T

t

ϕ (s) ds ≤ λϕϕ (t)

for each t ∈ J , where ϕ ∈ PC1(J,R+) is nondecreasing. Then the equa-
tion (1) is generalized Ulam-Hyers-Rassias stable with respect to (ϕ, ψ).

Proof. Let y ∈ PC1(J,R) be a solution to the inequality (9). Denote by u
the unique solution of the backward impulsive problem

u′(t) = f(t, u(t)), t ∈ J ′ = [0, T ] , t 6= tk,
∆u|t=tk= Ik(u(t−k )), k = 1, ...,m,
u(T ) = uT .

Then we have

u (t) = uT −
k−1∑
p=0

Im−p
(
u
(
t−m−p

))
−
∫ T

t

f(s, u(s))ds,

where t ∈ (tm−k, tm−k+1) for k = 0, ...,m.
Differentiating the inequality (9) (see Proposition 2), for each t in (tm−k, tm−k+1),

we obtain ∣∣∣∣∣y (t)− uT +
k−1∑
p=0

Im−p
(
y
(
t−m−p

))
+

∫ T

t

f(s, y(s))ds

∣∣∣∣∣
≤

m∑
i=1

|gi|+
∫ T

t

ϕ (s) ds

≤ mψ + λϕϕ (t) ≤ (ϕ (t) + ψ) (λϕ +m) .

Hence, for each t ∈ (tm−k, tm−k+1) and k = 0, ...,m, we can write

|y (t)− u (t)| ≤

∣∣∣∣∣y (t)− uT +
k−1∑
p=0

Im−p
(
y
(
t−m−p

))
+

∫ T

t

f(s, y(s))ds

∣∣∣∣∣
+

k−1∑
p=0

∣∣Im−p (y (t−m−p))− Im−p (u (t−m−p))∣∣
+

∫ T

t

|f(s, y(s))− f(s, u(s))| ds

≤ (ϕ (t) + ψ) (λϕ +m) +
k−1∑
p=0

µk
∣∣(y (t−m−p))− (u (t−m−p))∣∣

+λ

∫ T

t

|y(s)− u(s)| ds.



14 A. MAHMOUDI AND A. KESSI

Finally, by Lemma 1, we obtain

|y (t)− u (t)| ≤ (ϕ (t) + ψ) (λϕ +m)
∏

t<tk<T

(1 + µk) exp (λ (T − t)) .

Thus, equation (1) is generalized Ulam–Hyers–Rassias stable with re-
spect to (ϕ, ψ). The proof is completed. �

Remark 2 Using the approach developed in [24], one can prove the validity
of the following statements.

1. Under the assumptions of Theorem 10, if we consider the equation (1)
and inequality (8), by the same process we can verify that the equa-
tion (1) is Ulam–Hyers stable.

2. Under the assumptions of Theorem 10, if we consider the equation (1)
and inequality (10), we can use the same process to verify that the
equation (1) is Ulam–Hyers–Rassias stable with respect to (ϕ, ψ).

3. The above results can be extended to the case of the equation (2).

6 Examples

Example 1

Consider the backward impulsive ordinary differential equation
u′(t) = 0, t ∈ J ′ = [0, 1]− {1/2} ,
∆u|t= 1

2
=
∣∣∣u(1

2

−
)∣∣∣ (1 +

∣∣∣u(1
2

−
)∣∣∣)−1 ,

u(1) = 1.

(11)

and the inequalities |y
′(t)| ≤ ε, t ∈ J ′ = [0, 1]− {1/2} ,∣∣∣∣∆y|t= 1

2
−
∣∣∣y (1

2

−
)∣∣∣ (1 +

∣∣∣y (1
2

−
)∣∣∣)−1∣∣∣∣ ≤ ε, ε > 0.

(12)

Let y ∈ PC1([0, 1],R) be a solution to the inequality (12). Then there exist
g ∈ PC1([0, 1],R) and g1 ∈ R such that

|g(t)| ≤ ε, t ∈ [0, 1] ,

y′(t) = g (t) , t ∈ J ′ = [0, 1]− {1/2} , (13)

∆y|t= 1
2
=

∣∣∣∣y(1

2

−)∣∣∣∣ (1 +

∣∣∣∣y(1

2

−)∣∣∣∣)−1 + g1. (14)
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Integrating (13) from t to 1 via (14), we obtain

y (t) = y (1)−
(
I 1

2

(
y
(
t−1
2

))
+ g1

)
−
∫ 1

t

g(s)ds

= y (1)−


∣∣∣y (1

2

−
)∣∣∣

1 +
∣∣∣y (1

2

−
)∣∣∣ + g1

− ∫ 1

t

g(s)ds.

Let us consider the solution u of (11) given by

u (t) = y (1)−
∣∣∣∣u(1

2

−)∣∣∣∣ (1 +

∣∣∣∣u(1

2

−)∣∣∣∣)−1 .
Then we can write

|y (t)− u (t)| =

∣∣∣∣∣∣
∣∣∣u(1

2

−
)∣∣∣

1 +
∣∣∣u(1

2

−
)∣∣∣ −

∣∣∣y (1
2

−
)∣∣∣

1 +
∣∣∣y (1

2

−
)∣∣∣ − g1 −

∫ 1

t

g(s)ds

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∣∣∣u(1

2

−
)∣∣∣

1 +
∣∣∣u(1

2

−
)∣∣∣ −

∣∣∣y (1
2

−
)∣∣∣

1 +
∣∣∣y (1

2

−
)∣∣∣
∣∣∣∣∣∣+ |g1|+

∣∣∣∣∫ 1

t

g(s)ds

∣∣∣∣
≤

∣∣∣∣∣∣∣∣u(1

2

−)∣∣∣∣− ∣∣∣∣y(1

2

−)∣∣∣∣∣∣∣∣+ |g1|+
∣∣∣∣∫ 1

t

g(s)ds

∣∣∣∣
≤

∣∣∣∣u(1

2

−)
− y

(
1

2

−)∣∣∣∣+ |g1|+
∫ 1

t

|g(s)| ds

≤
∣∣∣∣u(1

2

−)
− y

(
1

2

−)∣∣∣∣+ ε+ ε

∫ 1

t

ds, t ∈ [0, 1]

≤
∣∣∣∣u(1

2

−)
− y

(
1

2

−)∣∣∣∣+ ε+ ε (1− t) , t ∈ [0, 1]

≤ 3ε+ ε (1− t) = ε (4− t) , t ∈ [0, 1] .

Thus, Equation (11) is generalized Ulam–Hyers stable, which is a special
case of generalized Ulam–Hyers–Rassias stable.

Example 2

Consider the backward impulsive ordinary differential equation
u′(t) =

1

5 + et + u2 (t)
, t ∈ J ′ = [0, π] , t 6= tk,

∆u|t=tk=
1

5k + u2
(
t−k
) , k = 1, ..., 5, tk = k

π

5
,

u(π) = 1.

(15)
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Set

f (t, x) =
1

5 + et + x2
, (t, x) ∈ J × [0,+∞) ,

and

Ik (x) =
1

5k + x2
.

Let (x, y) ∈ [0,+∞) and t ∈ J . By the mean value theorem, we have

|f (t, x)− f (t, y)| =
2ξ

(5 + et + ξ2)2
|x− y|

≤ 2ξ

(6 + ξ2)2
|x− y| , x < ξ < y.

Then

|f (t, x)− f (t, y)| ≤
√

2

32
|x− y| .

Hence, the condition (H2) holds with λ =
√

2/32.

Let (x, y) ∈ [0,+∞). By the mean value theorem, we have

|Ik (x)− Ik (y)| = 2ξ

(5 + ξ2)2
|x− y| , x < ξ < y.

Then

|Ik (x)− Ik (y)| ≤ 3
√

15

200
|x− y| .

Hence, the condition (H3) holds with µ = 3
√

15/200.

Since

5× 3
√

15

200
+
π
√

2

32
=

3
√

15

50
+
π
√

2

32
=

48
√

15 + 25π
√

2

800
< 1.

the condition (5) is satisfied. Thus, by Theorem 6, the problem (15) has a
unique solution.

Now, we proceed as in the proof of Theorem 10. Let u ∈ PC1(J,R)
be a solution of the inequality (9). Denote by x the unique solution to the
backward impulsive problem (15). Then we obtain

u (t) = 1−
k−1∑
p=0

I5−p
(
u
(
t−5−p

))
−
∫ π

t

ds

5 + es + u2 (s)
,

where t ∈ (t5−k, t5−k+1) for k = 0, ..., 5.
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Like in Proposition 2, by differentiation of the inequality, for each
t ∈ (t5−k, t5−k+1), we have∣∣∣∣∣u (t)− 1 +

k−1∑
p=0

I5−p
(
u
(
t−5−p

))
+

∫ π

t

ds

5 + es + u2 (s)

∣∣∣∣∣
≤

5∑
i=1

|gi|+
∫ π

t

ϕ (s) ds

≤ 5ψ + λϕϕ (t)

≤ (ϕ (t) + ψ) (λϕ + 3) .

Hence, for each t ∈ (t5−k, t5−k+1) and k = 0, ..., 5, we can write

|u (t)− x (t)| ≤

∣∣∣∣∣u (t)− 1 +
k−1∑
p=0

I5−p
(
u
(
t−5−p

))
+

∫ π

t

ds

5 + es + u2 (s)

∣∣∣∣∣
+

k−1∑
p=0

∣∣I5−p (u (t−5−p))− I5−p (x (t−5−p))∣∣
+

∫ π

t

|f(s, u(s))− f(s, x(s))| ds

≤ (ϕ (t) + ψ) (λϕ + 5) +
k−1∑
p=0

µk
∣∣(u (t−5−p))− (x (t−5−p))∣∣

+λ

∫ π

t

|u(s)− x(s)| ds.

By Lemma 1, we obtain

|u (t)− x (t)| ≤ (ϕ (t) + ψ) (λϕ + 5)
∏

t<tk<T

(1 + µk) exp (λ (π − t)) .

Recalling that λ =
√

2/32 and µk = 3
√

15/200, we find

|u (t)− x (t)| ≤ (ϕ (t) + ψ) (λϕ + 5)
∏

t<tk<T

(
1 +

3
√

15

200

)
exp

(√
2

32
(π − t)

)

= (ϕ (t) + ψ) (λϕ + 5)

(
1 +

3
√

15

200

)k

exp

(√
2

32
(π − t)

)

≤ (ϕ (t) + ψ) (λϕ + 5)

(
1 +

3
√

15

200

)k

eπ−t,

t < tk < π. This implies that the problem (15) is generalized Ulam–Hyers–
Rassias stable with respect to (ϕ, ψ).
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7 Conclusion

In this paper, we investigate the existence of solutions for backward im-
pulsive differential equations on Banach spaces. The main challenges were
overcome by using different classical fixed point theorems to establish the ex-
istence of solutions to our problem by adding suitable conditions on the non-
linear term. We succeeded to obtain a unique solution by using the Banach
contraction principle and at least one solution by using other fixed point the-
orems such as Schaefer’s and Krasnosel’skii fixed point theorem, both in the
cases of local and nonlocal conditions. Further, we obtain generalized-Ulam-
Hyers-Rassias stability results for our problem, and we presented examples
to illustrate the consistency of our theoretical findings.

It is important to note that there are many applications of backward
impulsive differential equations and their stability.

Acknowledgements. The authors would like to express their cordial thanks
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